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1 Conventions

This is a computer

This is a comard

This is a Sl slar varda ke
This is a @oer] 1ist varidol e

This is a file

2 Disclaimer

2.1 Authors

Replicator is an original work by Loic Prylli (Iprylli@lhpca.univ-lyonl.fr). It originated as some
custom scripts to help quickly installing computer classrooms and or clusters of computers. As I
(Sébastien Chaumat (schaumat@debian.org)) needed to do the same kind of work (having the same
Debian/GNU Linux system on a lot of different computers), we started to transform the initial scripts
to make a general-purpose system allowing to quickly and non-interactively install computers in any
networked environment. It allows you to choose for each station whether it will be a full install, a
“/usr nfs-mounted” install or a diskless install. It can handle automatically the main steps of hardware
detection (hard disk, Xfree86), and partitioning (either a completely automatic partitioning with the
option of preserving your DOS/Windows partition, or a manual partitioning preserving some of the
hard disk filesystems).

Loic Prylli stopped working on Replicator in 2002. All requests to the authors should be sent to
Sébastien Chaumat.

2.2 License

Copyright (C) 1999-2004 by Sébastien Chaumat (schaumat@debian.org) and Loic Prylli
(Iprylli@lhpca.univ-lyon1.fr).

This program is free software; you can redistribute it and/or modify it under the terms of the GNU
General Public License as published by the Free Software Foundation; either version 2 of the License,
or (at your option) any later version.

This program is distributed in the hope that it will be useful, but WITHOUT ANY WARRANTY;
without even the implied warranty of MERCHANTABILITY or FITNESS FOR A PARTICULAR
PURPOSE. See the GNU General Public License for more details.

A copy of the GNU General Public License is available as /usr/share/common-licences/GPL in the
Debian GNU/Linux distribution or on the World Wide Web at http://www.gnu.org/copyleft/gpl.html.
You can also obtain it by writing to the Free Software Foundation, Inc., 59 Temple Place - Suite 330,
Boston, MA 02111-1307, USA.

2.3 Greetings

Pascal Degiovani convinced me to look for an auto-install tool for Linux. He introduced Loic Prylli
to me. I’m very grateful to him.
I thanks the Ecole Normale Supérieure de Lyon for its support.



Bertrand Louis-Lucas proof-read this documentation.

Dominique Ponsard and Hervé Brunet made beta-testing.

Lots of debugging was done by Bernd Harmsen and Jerome Warnier.
Thanks to all users who reported bugs and made suggestion.

2.4 Support

Feel free to contact the author (schaumat@debian.org) and to use the Debian Bug Tracking System
(please try to contact me before).



3 Introduction

3.1 Where to find it

You can find the latest development version of Replicator at :

http://redlicator. . sourc efo re .net

Check out the cvs for the very last improvements. Releases are available in Debian unstable.

3.2 Purpose

If you are the system administrator of a networked site, how can you (re)install quickly a computer in
generally less than fives minutes (even less if you install a set of similar machines)?

You want to customise the configuration of a computer only once (on the model computer) for
your site. Moreover you want any new target computer to have almost the same configuration as the
model. The target will be mostly identical to the model except:

e some specific configuration files (network, fstab, X configuration, hostname),
e the way it is partitioned,

o the possibility of being diskless, having /usr NFS-mounted instead of local, or having specific
filesystems (local homes for instance),

The present software, called “Replicator”, will automates the installation of target. More precisely
it consists of a set of easy-to-use scripts to prepare the installation, the result of the preparation be-
ing a floppy that when booted on the target, will almost automatically install it (by default, it asks
confirmation first!).

3.3 Overview of the replication

The copying process is composed of the following steps:

1. Installation and configuration of Replicator on the computer miniroot-server which usually is
also the model you want to replicate,,

2. Creation and setup of a tiny NFS root filesystem onto miniroot-server,
3. Creation of bootfloppy onto miniroot-server,
4. Configuration of remote access to the model,

5. Quick install of the computer target with the floppy.
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3.5

3.6

Warnings

. The whole directory tree of your model machine will be duplicated according to the “update

rules” mention in 4.4.6. If you created non-standard directories (e.g. mountpoints) which you
don’t want to duplicate, then edit the update rules accordingly.

This software may be dangerous for your data, be sure that for every machine where you execute
one of the scripts or for every machine that you include in one the configurations files, all the
volumes accessible from the machine (either local or NFS-mounted) are properly backup’ed,

Understanding a bit of Perl and sh scripts will help to diagnose potential problems.

What’s new since woody version

Replicator will use the bootloader (lilo or grub) which is installed onto the model and fall back
to grub if necessary.

You can skip the bootloader installation (Sdipbootlceder ).

Lilo configuration is now always done using a template file (default is /etc/lilo.conf frommodel

)

You can tune the level of interactivity during the replication. You can even create a completely
non-interactive process.

The file /etc/resolv.conf is copied from the miniroot-server inside the miniroot and thus is
available during the replication.

The content of the S0sts Syp  variable is added to the file /etc/hosts in the miniroot to allow
resolving names not in the DNS during the replication.

You can define the filesystem type you want on the target on each partition independently .
The bootdisk now has a 5 seconds timeout and boot a dhcp target by default.

This version is designed for Sarge but still supports Potato and Woody.

TODO

I am still working on:

read-only miniroot with ramdisk support for parallel replication

add rsyncd password / ssh encryption for replication of sensitive data
ultra fast replication using an archive on model

faster than light replication for clusters using codafs

switch to full class mechanism.

make congelator: put the model on a CD.

PXE helper

something better



4 Using Replicator

The computer you want to replicate is called your model. All along this documentation we refer to
a computer called miniroot-server. For basic use of replicator, miniroot-server IS THE SAME than
model. This computer is the one where you want to install replicator.
4.1 Roadmap (READ THIS COMPLETELY FIRST!)
To replicate your model you will follow this roadmap :
1. Install replicator on the model
. Configure replicator by editing /etc/replicator/replicator.conf and other files on the model

. Create a miniroot on the model , tweak it, and export it with a nfs server

2
3
4. Create a custom kernel and put it in /etc/replicator/ on the model
5. Create a bootdisk using repli-bootdisk on the model

6. Launch a rsync daemon on the model

7

. Boot the target with the just created bootdisk

4.2 Installing Replicator (warning)
It’s a standard Debian package :-). Just use dpkg or apt.

Warning: The kernel running on the computer where you will create the bootdisk (see 4.6.1) must
support loop device. Standard kernels shipped with Debian are ok.
4.3 Upgrading from prior version
If you are upgrading from prior version, I strongly suggest that you create a new miniroot using
repli-miniroct . You should also check carefully the new /usr/share/doc/replicator/replicator.conf.example .
4.4 Configuration of replicator.conf

Edit the file /etc/replicator/replicator.conf (it is heavily commented). Change the value of the Perl
variables to fit your needs.

The following sections are presented here in the order they are used during the replication.
4.4.1 the general section

e Swerbse : set this to 1 and replicator will be more verbose than usual.

o SHaanwversim  : which Debian version will you replicate (’potato”, "woody” or “sarge”)?

4.4.2 the miniroot section
e Sfsroct : where, on miniroot-server, will you create the miniroot.

o SHianmirmar  : where will you fetch the Debian packages from to build the miniroot (http://,
ftp:// or file:///).



4.4.3 the bootdisk section
o Stootkemel  : full path to the bzImage you prepared as explained in 4.5.1.

e if you need to boot one target on a serial console:

- Sgnd : set to O to use Lilo instead of Grub on the bootdisk. This is compulsory if you
want to boot on a serial console (grub serial boot is not supported in replicator yet).

— Sserdal : definition of serial port for Lilo, only if you want to boot on serial console,

— Sserdalaxs  : definition or serial port for the kernel, only if you want to boot on serial
console.

e (retwrks : define one network per line. For each network, choose a name for the target list
then create the corresponding Perl variable. Look at the following example:

#list of retworks/tarcets the boodisk will hadle.
fou dn't resd to fill this warddde if you aily
folan to install dp cligts.

Gebaks =
#  retok domain remesk catevay bredest targets list
((MR.168.32.0""  rf ny .omin" ,"25%5. 25 .255.0"," 192 .168.32.1"," 19 .168. . 25 ","tmade =" ],
M2.168.38.0""wd  amin", "256.256.255.0","12. 168 .33 .1" ,"L . 168.33.25" ,"sysadn_ret "],
[M%2.168.24.0", " eth ~ smy.dmain"," 2% .25 5.2 5. (", "9 2.1 68. 24. 1", "9 2.168 .34 .25 5", "= ths "],
)i

#for exch retwok aeste the caresgpoding tamgts list
(eadrers=g(teadhl tead?);

Gpadure=au(adl.  ad@ add);
Gethsguiathsl  neths? naths3  rathed);

4.4.4 the target network section

e Srsts syp  : lines to add to the /etc/hosts of target machine. It is also added inside the
miniroot and is thus available during the replication.

e Snfsots : for diskless stations or NFS-mounted /usr partition only. See 6.4.

4.4.5 the target partitioning section

o Staretdisk  : disk of target on which you want to install. By default Replicator use the first
detected disk (hda or sda).

e Sikfs : default command to create a filesystem on the target. The kernel you use on the
replication floppy must support this filesystem. The miniroot contains needed packages for
reiserfs, xfs and jfs. e.g.

Skfsthkfs  —extd’



4.4.6

Sastangart  : set to 1 if you want to manually partition the hard disk of target,

@utoert seecs ¢ specification of the partitioning and formating scheme of Starcgt disk
(min and max size for each partition). See replicator.conf.example.

(Grenelert. secs : describe the existing partitions and filesystems to reuse. Only used if
Sastangart  =1. See replicator.conf.example.

Sfstah syp  : lines to add to the /etc/fstab of target.

the update rules section

Nothing but a reminder. To fine tune the list of files/directories which are replicated, edit /etc/replicator/update_rules
AND set Srodtify nules fil eto 1. you delete this file, the default rules are in /usr/lib/replicator/update_rules.default
In this files are defined 3 variables:

@slash exclue
Qer exchuke
(®ar irchoe

This is how Replicator proceeds to copy the content of the filesystems of model (see 5 for explanation
about the whole process):

It replicates the root (/) filesystem except for what is mentioned in @slash ecluce . If you use
cfengine (a very useful program for network administration), Replicator parses /etc/cfengine/cfengine.conf
and does not copy files handled by cfengine copying facility.

It replicates the /usr directory (not the filesystem) except for what is mentioned in @5y exlhite
Be aware that it may cross filesystems to achieve this.

It replicates the directories structure of /var (only directories, no files).

It replicates the contents of the /var subdirectories mentioned in &ar inchuoe

To define an empty update rule use the syntax: Qer echte =qw("");

4.4.7

the miscellaneous section

Ser isnfs  : set this variable to 1 if /usr must be a NFS-mounted filesystem on model instead
of being on a local partition (see 6.4).

(Extra kamges  : this s the list of keymaps you will be asked to choose from when booting
the target at replication time. Note that the keymap of the model is automatically added. This
list of keymaps is not used if kgyngp  is defined in the next section. For a list of valid keymaps
names look at /usr/share/keymaps/*/*/ .



4.4.8

the interactivity section

The variable in this section will allow you to limit interactivity during the replication. Be aware that
disabling warnings raise the risk of loosing data or worse.

Note

Seanep : if set, the corresponding keymap will be installed on the target.
Look at /usr/share/keymaps/*/*/ for the possible values. If this variable is set, you won’t be
prompted to choose a keymap at the beginning of the replication.

@owm : if set to 1, Replicator won’t warn you about the partition scheme and will erase the
disk immediately, according to the settings in /etc/replicator/replicator.conf . So if you made a
mistake in the configuration you will loose data.

(@olagin :if set to 1, you won’t be asked to login before starting the replication. So be sure that
nobody else can boot on the exported miniroot. Otherwise someone can install a target without
knowing the installation password.

@utadooct  : if set to 1, the target will reboot as soon as the replication has finished. The
drawback is that you must have removed the bootfloppy first. Otherwise the replication can
restart automatically.

: to have a completely non interactive replication you need to have the 4 above variables defined.

Anyway if you choose to install a dhcp client target you will always be prompted for the hostname at
the beginning of the replication.

4.4.9

the Experts Only section

el : if the model is NOT the same as the miniroot-server set this to the name of the model
and read 6.6.

Slilo teplate : instead of using as a template the /etc/lilo.conf file from the model , Repli-
cator can use the one you provide here. Only the boot and root statements will be changed by
Replicator according to the detected medium on the target.

Skip lilo  : if you don’t want Replicator to generate lilo.conf, then set this to 1. To force
Replicator to copy the /etc/lilo.conf from the model to the target, you must modify the update
rules (lilo.conf is excluded by default). See 4.4.6.

Sskipbootleeder : if you want to completely prevent Replicator from installing a bootloader,
then set this to 1. You must then install a bootloader on the target either manually or using

fredli-postint  (see 4.5.5).
Sskip fstab  : same as S&kip 1ilo  but for Jetc/fstab.

Sdharedir |, Secriptsdir |, Sshindir  : used to run Replicator from the cvs .

See /usr/share/doc/replicator.conf.example.

10



4.5 Site preparation for the replication
4.5.1 Compiling a boot kernel for the installation floppy (VERY IMPORTANT)

Compile a kernel with all the necessary driver for the computer target. Do not use modules for
the drivers required at boot time (typically network and SCSI). You should even completely disable
modules support in this kernel.

Add the following option during configuration of the kernel:

e Networking options / IP: kernel level autoconfiguration

e Networking options / IP: kernel level autoconfiguration / DHCP support

e Filesystems / Network File Systems / NFS filesystem support

e Filesystems / Network File Systems / NFS filesystem support / Root file system on NFS

e Filesystems/ * : add the filesystem you want to put onto the partitions of the targets (see the
$mkfs var in 4.4.5)

You must create such a kernel because the standard Debian kernels do not have nfsroot nor
dhcp support enabled. This kernel will only be used for the installation floppy and will not be
installed on target.

Compile this kernel with classical neke g0 ; meke Izltee (don’t use make-kpkg). This kernel
will be use to boot the computer target. Put this new kernel in a safe place. In the configuration file
Jetc/replicator/replicator.conf , the variable Joootkarrel  should point to this kernel.

4.5.2 Preparing the miniroot

As root, execute rEQlI4NIroct . You need access to a Debian mirror. It can be a CD set, a remote
mirror somewhere on the network or a local mirror.

This will create a special filesystem (e.g. /export/install/miniroot) with a basic Debian/GNU Linux
on it.

VERY IMPORTANT: Each time you modify the configuration in /etc/replicator/ you must run the
command:

repli-miniroct -u

Don’t forget to export miniroot-dir for target with the no_root_squash option. To do that, edit
/etc/export and add a line like:

/exaort/irstall/m. niroot targtay.domin( mw, o root Syuash)
Then tell the nfs-server to reload it’s configuration:

Jetc/init.d/fske  mel-srvwer reled

Warning: Every line of /etc/export file must end with a newline character otherwise you will get silly
error messages at boot time.

11



4.5.3 Authorising targets to access model with rsyncd

Replicator comes with a /etc/replicator/rsyncd.conf file:

#

#this is ryod.of  for replicatar
#

[replicator]

the/

e droo=D

reed  aily=yes

uicH)

#ex aarectias = 2

#

Hn ;e yu dn't v towager ()

hosts  allow=1R.168.0.0  /255.25.0. 0

hests  day*
You are responsible for launching rsyncd on the model with this config files. That means either
moving this file to /etc/rscynd.conf or editing your existing /etc/rscynd.conf to add the rsync module

[replicator] as defined into /etc/replicator/rsyncd.conf .
You can either :

e configure inetd to allow rsyncd.

o edit /etc/default/rscync (for Debian Sarge) or make a script to launch rsyncd as a standalone
server at boot time (for Debian potato or woody).

e launch rsyncd by hand with the command rsyc  -ceamm .
Don’t forget to change the hosts  allar and hosts  day - settings.

4.5.4 Preparing the custom pre-replication script

You can create a shell script /etc/replicatar/rep li-pretinst. It will be executed at the very
begining of the copying process (before any attempt to partition a disk). It is your preinst script.

Again run reli-minivact ywhe-aafig to copy this file to the miniroot.

4.5.5 Preparing the custom post-replication script

You can create a shell script /eic/replicatar/r el ipost inst. It will be executed at the very end
of the copying process. It is your postinst script. Again run reali-iniract “phe-anfig  to
copy this file to the miniroot.

Note: This script is run chrooted in the root filesystem of target (exactly as it would run after
rebooting).

Here are some suggestions of what can you put in this script:

o ddorrecafigure ssh: will create a new public/private keys pair.

o ddgreaafigre sserer-xfreso - will replay the xserver configuration (useful if video
hardware is different).

12



4.6 Installing the target
4.6.1 Creation of the boot floppy
Use the script repli-oootdisk .

You can put a floppy right now in your floppy drive. If you interrupt repli-bootisk  with
crl-C you can copy by hand the file /tmp/name-of-the-target.img on a floppy with the command .
4.6.2 Using the boot floppy

1. sit down on front of the target computer,

2. insert the floppy,

3. turn the power on,

4. if you did not set $nologin, login as root with the password you set at the creation of the
miniroot,

5. answer the questions if needed,

6. If you choose the manual installation, launch the following scripts yourself. You must add the
—real option to make the scripts actually do something.

(a) repli-install  hossp  (—real)
(b) repli-install  hostarf (el)
() rpli-install  retayy  (—resl)
(d) repli-install  cafigure(-real)
() repli-postint

7. remove the floppy,

8. reboot.

4.7 The light classes mechanism (aka the strategy guide)

This is very important and useful. One easy way to define replication classes is to create specific
configuration files.
To summarise:

o repli-oootdisk -arflg  /etc/replicatan/my secf ic file firstloads /etc/replicator/replicator.conf
and then loads the file my_specific_file. Whatever you put into my_specific_file overrides the
content of /etc/replicator/replicator.conf .

e dafter booting the target the file /etc/replicator/replicator.conf is read first and,
if it exist, the file /etc/replicator/replicator.conf_targetname is read.

o /etc/replicator/replicator.conf _targetname can be a symbolic link to
/etc/replicator/replicator.conf_myclass.

The following examples should help you understand how replicator deals with its configurations files.

13



4.7.1 Installing computers in more than one network

Starting with version 2.0.1 of replicator, you only need to fill the variable @etwarks —and the corre-
sponding lists of targets in replicator.conf. See 4.4.3.

4.7.2 Installing a special computer among a set of identical others

Lets suppose you are installing a classroom: all computers are identical (call them studentl, student2,
...) except the teacher’s one (just call it teachl).

For example, students computers, have a 1GB harddisk with /home nfs-mounted and boot vith
dhcp, whereas teachl has hardcoded network configuration, one 4GB disk for the OS and a second
ide disk with local /home in /dev/hdbl.

In such a case we use /etc/replicator/replicator.conf to put defaults for the identical computers
and we make a file /etc/replicator/replicator.conf_teachl for the unique computer teachl.

In /etc/replicator/replicator.conf :

Getwrks =
#  rebok dowirmare retask CptenEy Iroackast
(
[ "192.168.32.0" , "orof ny.dovain'”, "255.256.296.0", "92.163.32.1", "19.168.32.2%5 '
)i
@eaderCoptars  =gw(texchl) ;
Groert sgecs =
front ol min size e size nkfs
([ "/" , lllm_\/b", w (mvb", ITd{ES _.t@d;’)l"],
[ "SI‘BEj', "64\@"[ "12&@"’ nmr ]

)i
Ststeh sy = "D gy ato dfadlts,ussrat o 00
hoveserver:/egrt s/hane /oe nfs ww,defaults,rsize= 819 2,wsize=8192 0 0
Ov/cdran /odran a0 ro,defaults,user ;o ato 0 O

In file /etc/replicator/replicator.conf_teachl:

fort  point Min size Mex size  Tkfs
( [ ||/u , "]_(IM)", um/bu’ 'TTkES _tl:eisai:su ] ,
[ "Sl\Bp", ll64vb"’ "128\4)", mr ] ,
[ n /L'S]f" , ll&ﬂ\/b", "m/b", ’hkfs m ” ] ,
[ n /'\/aI" , llm/bu’ "]QIM)", 'TTkES -+ @(tg/ ]

)i
Ststdh sy = "D /gy ato dfadlts,usrat o 00
/vl /e ato dfalts 00

/oev/adran /adran ato ro,defadlts,usro ato 0 O\

Now create the bootdisk with :

rpliboodisk -aoflg  /ewo/rdlicatar/r el i tor.caf _teachl

To install a student computer, boot it with the bootdisk and choose “Boot with DHCP and Install
a DHCP target” in grub’s menu. To install teach1, use the same bootdisk and choose “Boot teachl ...”
in grub’s menu.

14



5 Internals : how it works

This section describe precisely how replicator works. This is useful to understand common error and
misconfigurations.
What appends just after booting the target with the replication bootdisk

1. The kernel (see 4.5.1) is loaded from the floppy.

2. The hard disks and the network card are detected because you compiled appropriate drivers in
the kernel.

3. The root filesystem is mounted from the exported miniroot. This is possible because you added
the appropriate stuffs in the kernel (see 4.5.1 again) and because you allowed the target to
access the exported miniroot (see 4.5.2).

4. The inittab is read, if you defined Solagin , the system enters runlevel 3 and the next stage
automatically starts, otherwise this will be runlevel 2 and you are prompted for a password
before steeping in next stage.

5. If you are installing a dhcp target, you are prompted for the hostname.

6. If Skgmep s not defined you are asked to choose the keymap in @xtra keymaes . If the later
is also not defined, the installed keymap is the same as the one of the model.

7. SowEm  is not defined you are asked to confirm you partitioning and formating scheme.
e If you created a preinstallation script /etc/replicator/repli-preinst, it is run.
1. The actual replication starts :

(a) the disk is partioned and or formated, partitions are mounted.

(b) /, /usr and /var are rsynced according to the update rules (see 4.4.6); This is possible
because you set up the rsync daemon on the model (see 4.5.3)

(c) The files /etc/hosts and /etc/fstab are created on the target

(d) The bootloader is installed on the target. If you use lilo or grub on the model, this
process does not require any specific configuration. Nevertheless you can fine tune it in
the ”Experts Only ” section of the configuration file /etc/replicator/replicator.conf .

2. The script replifstint s executed on the target, chrooted in the newly created root filesys-
tem (see 4.5.5).

3. If Satardooot s not set you are asked to confirm the reboot of the target.

6 Doing more with Replicator

6.1 Modifying the behaviour of replicator with the command line

You can also give the arguments on the command line of the different scripts repli-command:
instead of "S@r = al" in replicator.conf you can use the option —&r val. Example:
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replidoootdisk dootkerel . fetVio/teloe kenel

Command-line arguments take precedence over the configuration file replicator.conf .

6.2 Keeping 2 computers synchronised

Suppose you change something (e.g. you add a package) onto the computer model. To keep target a
real copy of model you can either make the same operation by hand onto the computer target or use

the script raali-syrc

To use this script you must install replicator onto the target (it is already on the target if it was
installed onto the model).

Before using repli-sync [-r&al] |, you have to check that the file /etc/replicator/reply-sync.conf

exists on the TarceL .

It should contains something similar to:

Srooel="tymockl";

Qe echdegi(y  ar /loml  /s);

Sdoo=l; #odon ¢ b ot upRte oot

SoaH; #odon o ot uyghte  /eo/r?d

Sose); flodon ¢ b ot ymke A

o ot rmoe te follodrg lire..

Stre ercHl;
6.3 Replicate faster
If the disk on the target is IDE then you can make the replication faster by using DMA access for this
disk. To allow this, on the miniroot-server, in the miniroot, edit /etc/hdparm.conf .

6.4 Installing a diskless client

If you want to easily install a diskless client, target, with its filesystem on the computer miniroot-server,
follow these instruction:

e export with NFS, read-only, the directory /usr of miniroot-server for itself and for target,
e edit the variable Starcgetiase  into repli-diskless  or create a directory /export/diskless,
e create the NFS root filesystem of target by executing the command: sh repli-diskless
e export with NFS /export/diskless/target for target,

o edit repli-postint.diskless if necessary,

e create the bootdisk of target by executing the command:

rliboodisk rfgot Jepot/diklesst amger Jost tarcet

Boot target with this floppy. That’s all!

6.5 Installing a client with /usr mounted by NFS

Add the option Susr isrfs=l into replicator.conf and export the directory /usr of model for target.
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6.6 model being different of miniroot-server

You may want to have a dedicated miniroot-server, for security reason or because you just don’t want
to install replicator onto your model.

To do so, first install replicator on miniroot-server. Then in /etc/replicator/replicator.conf cus-
tomise the variable Srogel .

Then read again this documentation without considering miniroot-server=model.
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A Default update rules

You can find them in /us#/lib/replicator/update_rules.default.

#
#umate niles
#

#n this file yu en tre the bdavior o rdicor

#

#ERDG:  to cefire an epy nle we the gntax:  Asc echoege(™ );
Siitincninitiiniiactii A

# i
#"/" echre nles #
# i

i i
e follodry files(directories s are NOT apled from Ssever  to Stamet

(@slash exchick=gn(
/ey
Jec/etxk/inter faces
Jetc/ rootkey
Jetc/aditine
/etc/issap.ant
Jetc/inire*
Jetc/gan.aont

Jetc/fstdb
Jete/1ilo.anf
Jetc/rostrame

/etc/hosts
Jet/aooct..aaf
Jetc/exprts

Jete/dhopd. aont
Jete/fmirrar
Jetc/geedhe/*
Jetc/sid.axf
Jetc/datscripts/*
/ec/init.drewr k
/ec/oo/*
Jete/raved.aot
Jete/raved oot
fetc/stysshhost,. Hey*
Jac/st/shradb msed
Jec/mtab

etz

Jetc/MKad/*
Jec/arsdletols /F
[ec/K 0L g
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Jete/X1 Xeerver
Jetc/ioctl.sae
/ey
[ekc/

* cfsaad
[op/*

ulc '

Jsr
/dgart
ficsou
[l
/chran/*
/ol
/localid
/Eathoot
Yiseii=y
fprac/*
/tchich
Jradisk/
/linxgee/
Joloexgorts/
Jad/
/eftdanot/
[Atr/*
/Elooy/*
[exaort*/
/exaorts/*
ot

/ret*

/\Dl*

Jufs*
/lostHord/
)i

i A i

# i
#or echre nles #
# i

T T
e followrg files/sddirectar des of /usr are NOT apled fron Ssover to Staret

Gerechtegi(lo @l swx);
TR T

# #
#her  irchoe nles #
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# #

i i

oY the atat of te follodrng sidirectordes  of Aer will ke apled fran Ssrver to Star
#OE: te capee dretodes smchre will e replicated (ot the atet o thee direct
@Ger inchce = gu(lib);

#OE:  it's rot pesside  to alweis  inchice  yomidkaws hae. If this file

foes mot exist, rsyc will fail.

B replicator.conf.example

You can find this file in /usr/share/doc/replicator/ .

¥eto/rplictar/r el i tar .caf
#
#his is tte plaee to axfigre  relicator

#iaming  this file is an eaple. Qstanze it ad dek it twce
fefore  wsing  replicator.

i O i il i

# i
# Stin:  ggreal  arfigration #
# i
iaacrdcnacndona O 1 0 vl 0 o
B ay verose

Sverlcsa=l;

# Dldlan version to irstall  both in the miniroot ad o the taret
#(Imﬂl IWII a "mﬂ)

fooment ot t lef rplictr  gess for you

CHdan ersiads ag ey

i OOl i i

# #
# Sction:  miniroct aonfiguration #
# #

i OOl i i

firere will you ceste  the miniroct
Shfsroot= "/@@ortﬁmmroot"

foefered  dddlan minr  (Wtp://, £/ o filed///).
#oedan o= "hitpe//fipdddan .arg/ddoian ™

i OO il i il
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# i
# Sction: bootdisk  anfiguation #
# #
i OO vl vl vl i

# If for the boodisk you vat to we a seecial  kemel  rather

# tten the Dddan cefadlt.
# Dldlan defadlt  is mot vt sugoortsd

Sookerel = "“eo/icatr/d onos forg e to- conpl le-ab g ef a-repli Gt

ot uwsed et
finitd = 17

#o bt m a crsdle @ a srdal pot astonize  this:
#ond0;  #e reed to ue lilo imsted

ieerial="0, %8008 ;

#eerialorsars dle=tt v 960 QOBIEGa/t0 '

#list of retworks/tarcets tte boolisk will hadle.
#fyou o't resd to fill this vardddle if you aly
folan to imstall chp cliets.

@etwrks =
# etk domimrare refmask
(
# [ "R.18.32.0" , "orof ny.dovain”, "255.295.256.0",
# [ "9R.18.38.0" , "hy.comin", "255.255.296.0",

[ "M9R.168.34.0" , 'ethsay.domin” , "255.2%5.2%.0",
);

#ar exh retwok aeste the coregpoding  tamgts list
ftedersaw(teec hl tead);

Wysdresgiad  nl i add);

#ereths=gn(rathsl maths? maths3  mathsd);

i OOl i

# i
# Stion: ek axfigration of the tamgt #
# i

i OOl i

#ines to ad to te /fechsts o te tacet cpter
o st imsice the miniroot  /ebc/osts.
Bostssgp = "R.168.32.1 host] nyfake. daredn hestl \n

#192.168.22.45 mrfssnverayfek edam in mpfsserer \;
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"%.168.2.1",
"9.168.33.1",
"9.168.24.1",

lroadast

"192.168.32.255",
"192.168.33.2%",
"192.168.34.255",



# NS gtias  for diskless statios o NSmomed  Asr pErtition
#ofsots = "mlak,rsize8l9  2wsize8192";

HHEHEHEHEHEHEEE i S SR S S T R A T R R
# #
# Sction:  partitioning of the tamget #
# #
o OO vl il vl i

# If Soam (s the ineactivity  sectio)
# is cefired, vau will mot ke poped o arfim
# the prtining  of te tamet ot istall  tine.

# o Istall o a gecific dik mther then te first detected  disk,
# modify ad uromet et lire
#Staroet. disk ="'

# Fr MNAL partioning st Sostmpart to 1
Sostanpart = 0;

# Defallt comad to amste filesysten (ot for seEp)

# Te filesystam tpe mst e aopiled in the kamel vy

# pt on te boodisk  (Soootkerrel)

#

# If you wat diffeet  filespsten typess aoyg te diffret rtitio,

# fill te gdorel etry in Gtgertsecs o in @enelert secs
SikfsThkfs  —ex3"; #hmmnakeﬂeﬁl@sten

#for NOAC PROTINNG (ot wed if Sostmprt = 1)
@autopart sEs =
poirt mnsize mex size nkfs(qetiansl)
[ "/" lllal\/b" Hlmﬂ ],
[ "S/\BE)" ||64\®" "128\@ ]’
[ II/IH:JI , "&X].VI)", "m" ],
[
[

|l/\arll , "levb" "m/b"’ lhiis _-t@d:z n :| ,
"/@mt/kﬂre 'IHTB.'II]ZIII_Z]‘ ||||’ Ihk-fs _-DCESII ] ) ;

#or MNAL artioming (ot wad if Sastompart = 0)

fr instane  if yu wat to ke an exdsting  aErtition

a to dfire te p@rtitim  sizss mnelly kefoe starting the imstall
poxess, pleae gives te affectation of filesystars to rtitin ninbers
ad wich aes red t© ke alloasd
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front point partition nnber nkfs (0 to anid fometing)
ll/ll 1, lhk-fs _-tteiﬂfsll ]’

"SABp' 4 2! O ]I
"/Val’" !hiiﬁs _-t@d:3" ]’

([
[
[ ", 3, 0 I
[
[

"/esmtt/tme" 6 0 ]
)i

flirss to aldd to tre /ew/fstdb  of te taet mechire
fhis will mot ke wed if Skipfstab  is wsad

St syp = "D /gy ato dfaltsusrma uo 00
fmrfsserver: i/ local Amd/loml  nfs rodefadlts,rsize= 8192,wsi =892 0 0
/Ov/cdran /oddran ato rodefalts,usxr,  mauo 0 O\

i OO i il

# #
¥ i ymhte  nies #
# #

THRHHRHRRARRR S SR R R S SR TR S SRR S R TR R
o fire tre the list of files/directaries wich are
fredlicated,  edit /ao/rdictorips terules (defadlt  nules
fre in fuer/librplictr . /uphte nles.efanlt) ad ummet
e follodrg  lire

Modify nles fil e = 1;

iachitcectacutiatuctiiectiicBNNNN ol vl ko o ik sl v

# #
# Srim: misellareas #
# #

i OO il

# O hae an NS Arxrrorted prtition oo the tamget
# S is fsl;

# Quesing the kgooard. mgairg. of the target
# (= in /Lsr/smreﬂe_yrra;s/ % /)

#If yau dn't st te vaddde  (Skgmep)  In et sction,  you ean cefire

#a list o kq/maps to doose fron ab redlication  tine.

# Ue tte gntax  : "kgmeoree!,esc rpdal

# @mk@m("ﬂx _]atjno" ’"fra-ld-l k@mrd“,“ts“,"ts }de',"lj{","].k }Wd}');

#If v Jst wat the sae ke as an the miniroot-sener
# ten jt leae Semp ad Gxtakgmas  udefined.
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HHEHEHEHEHEHEEE i S SR S S TR R A S R R
# #
# Sction:  dnteractivity #
# #
i OO vl il vl i
If yu alredy kow it you en defire te kgmgp of te
taret hee. If yu wat te s kemp as o te mokl
pt Skemge'sae. If Sgmep  is defird you wn't le
# poped  to dose a ke &t the begining of the

# redlication

# Seyee"frpc;

# If Soem is defired, you will ot ke poped o anfim
# the prtining  of te tamet ot istall  tine.
#Sowem=L;

# If Splayin  is defired, yau will mot ke poped o login
#thotletarga Te rplication will start  Imediately.

# WRING  : anbody thet ean oot on the exported  miniroot
#cantkmstartarqﬂ_lcatlm

#orologindl;

# If Satoeboot is defired,  the tamet will atomtically reoct
at te ed of the rliction  posss
#Sautoreboot=l;

# Note : to hae a apeely m inteactie  mpliati;n yoo
#red o lae the 4 doe vedddes dfired . Awwey  if you
# dose to Imstall a dp cdiet taget you will abeys ke
b poped  fr te fostEe  at te bgiming of te mdliction.

S RS R R R e i e
# #
# Sction: Exgerts (uly #
# i
THHHRBRHAHHRHAERHEE S fHEE HHE 40 S THEE 3R T R 4 40 o
# Ne of te mokl mechire. Cenge this aily if

# the mokl mechine is mot the miniroot s

b Gokl= ookl

# if you vat aote lilo tapae ten /ac/lilo.aaf
buhich will jst ke pefbed Ly the

# rddt o= ad rot= cmad, pt it hee)

# Slilo tenplate = "/soraere/alilo- file";

# if yu wat to meee lilo.cf menelly (o in repli-postinst)

= o e

=
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# Skiplilo =1;

# if yu wat to copleely peet mplictr  fran irstalling a bootlosder
# (jou mst o this in repliostinst then)
# Sdkdp bootlcecer =1;

#if yu wat to maEp jeofstdb mnelly (o in repli-postinst)
# Skipfstdb =15

# o nn fran os, pt te afigration file in /etc/replicatar/
# ad ucomet  this

# Sharediv./’;

# Secriptsdir=./’;

# Sdirdir./’;

Wp NT modify the follodrg lire AD lewe it a the ad of this file
Ste adHl;
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