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Foreword

Thisisthe Programmer's and User's Guide for JGroups. It provides information about the following areas:

1. Instalation and configuration.
2. Using JGroups.
3. Architecture and implementation of JGroups. Focus on the protocol stack and protocols.

Most of the Installation and User's Guide has been copied from what is freely available on the JGroups web site [1]
. However, the focus of this document is to introduce programmers who want to learn more about JGroups to the
architecture and implementation of JGroups. | will for example go into the details of the protocol stack, how ames-
sage traverses the stack, and how protocols can process it. | will also explain the various design decisions | had to
make when designing JGroups, which hopefully leads to a better understanding of why things are the way they are.

Here are a couple of points | want to abide by throughout this book:

1. | like brevity. | will strive to describe concepts as clearly as possible (for a non-native English speaker) and
will refrain from saying more than | have to to make a point.

2. | like smplicity. Keep It Simple and Stupid. Thisis one of the biggest goals | have both in writing this book
and in writing JGroups. It is easy to explain simple concepts in complex terms, but it is hard to explain a com-
plex system in simple terms. I'll try to do the | atter.

So, how did it all start?

| spent 1998-1999 at the Computer Science Department at Cornell University for a post-doc, in Ken Birman's
group. Ken is credited with inventing the group communication paradigm, especialy the Virtual Synchrony model.
At the time they were working on their third generation group communication prototype, called Ensemble. En-
semble followed Horus (written in C by Robbert VanRenesse), which followed 1SIS (written by Ken Birman, also
in C). Ensemble was written in OCaml, developed at INRIA, which is a functional language and related to ML. |
never liked the OCaml language, which in my opinion has a hideous syntax. Therefore | never got warm with En-
semble either.

However, Ensemble had a Java interface (implemented by a student in a semester project) which allowed me to
program in Java and use Ensemble underneath. The Java part would require that an Ensemble process was running
somewhere on the same machine, or within the same network, and would connect to it via a bidirectional pipe. The
student had devel oped a simple protocol for talking to the Ensemble engine, and extended the engine as well to talk
back to Java.

However, | still needed to compile and install the Ensemble runtime for each different platform, which is exactly
why Java was developed in the first place: portability.

Therefore | started writing a simple framework (now Jchannel ), which would allow me to treat Ensemble as just
another group communication transport, which could be replaced at any time by a pure Java solution. And soon |

[1] http://www.jgroups.org/
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found myself working on a pure Java implementation of the group communication transport (now: Pr ot ocol St ack
). | figured that a pure Java implementation would have a much bigger impact that something written in Ensemble.
In the end | didn't spend much time writing scientific papers that nobody would read anyway (I guess I'm not a
good scientist, at least not a theoretical one), but rather code for JGroups, which could have a much bigger impact.
For me, knowing that real-life projects/products are using JGroups is much more satisfactory than having a paper
accepted at a conference/journal.

That's why, after my time was up, | left Cornell and academia altogether, and started a job in the industry: with
Fujitsu Network Communicationsin Silicon Valley.

At around that time (May 2000), SourceForge had just opened its site, and | decided to use it for hosting JGroups. |
guess this was a major boost for JGroups because now other developers could work on the code. From then on, the
page hit and download numbers for JGroups have steadily risen.

In the fall of 2002, Sacha Labourey contacted me, letting me know that JGroups was being used by JBoss for their
clustering implementation. | joined JBoss in 2003 and have been working on JGroups and JBossCache. My godl is
to make JGroups the most widely used clustering software in the Java space...

BelaBan, San Jose, Aug 2002, Kreuzlingen Switzerland 2006
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Overview

Group communication uses the terms group and member. Members are part of a group. In the more common ter-
minology, a member is anode and agroupsis a cluster. We use these words interchangeably.

A node is a process, residing on some host. A cluster can have one or more nodes belonging to it. There can be
multiple nodes on the same host, and all may or may not be part of the same cluster.

JGroups is toalkit for reliable group communication. Processes can join a group, send messages to all members or
single members and receive messages from members in the group. The system keeps track of the membersin every
group, and notifies group members when a new member joins, or an existing member leaves or crashes. A group is
identified by its name. Groups do not have to be created explicitly; when a process joins a non-existing group, that
group will be created automatically. Member processes of a group can be located on the same host, within the same
LAN, or acrossaWAN. A member can be part of multiple groups.

The architecture of JGroupsisshown in Figure 1.1.

Applcation

Buiding
Blocks

Channel

CALSAL

iShlS

Protosol MERSE
=tack

FRAG

LIDP

Pletwork

Figure 1.1. The ar chitecture of JGroups
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Overview

It consists of 3 parts: (1) the Channel API used by application programmers to build reliable group communication
applications, (2) the building blocks, which are layered on top of the channel and provide a higher abstraction level
and (3) the protocol stack, which implements the properties specified for a given channel.

This document describes how to install and use JGroups, ie. the Channel API and the building blocks. The targeted
audience is application programmers who want to use JGroups to build reliable distributed programs that need
group communication. Programmers who want to implement their own protocols to be used with JGroups should
consult the Programmer's Guide for more details about the architecture and implementation of JGroups.

A channdl is connected to a protocol stack. Whenever the application sends a message, the channel passes it on to
the protocol stack, which passes it to the topmost protocol. The protocol processes the message and the passes it on
to the protocol below it. Thus the message is handed from protocol to protocol until the bottom protocol putsit on
the network. The same happens in the reverse direction: the bottom (transport) protocal listens for messages on the
network. When a message is received it will be handed up the protocol stack until it reaches the channel. The chan-
nel stores the message in a queue until the application consumesit.

When an application connects to the channel, the protocol stack will be started, and when it disconnects the stack
will be stopped. When the channel is closed, the stack will be destroyed, releasing its resources.

The following three sections give an overview of channels, building blocks and the protocol stack.

1.1. Channel

To join a group and send messages, a process has to create a channel and connect to it using the group name (all
channels with the same name form a group). The channel is the handle to the group. While connected, a member
may send and receive messages to/from all other group members. The client leaves a group by disconnecting from
the channel. A channel can be reused: clients can connect to it again after having disconnected. However, a channel
allows only 1 client to be connected at atime. If multiple groups are to be joined, multiple channels can be created
and connected to. A client signals that it no longer wants to use a channel by closing it. After this operation, the
channel cannot be used any longer.

Each channel has a unique address. Channels always know who the other members are in the same group: alist of
member addresses can be retrieved from any channel. This list is called a view. A process can select an address
from this list and send a unicast message to it (also to itself), or it may send a multicast message to all members of
the current view. Whenever a process joins or leaves a group, or when a crashed process has been detected, a new
view is sent to al remaining group members. When a member process is suspected of having crashed, a suspicion
message is received by al non-faulty members. Thus, channels receive regular messages, view messages and suspi-
cion messages. A client may choose to turn reception of views and suspicions on/off on a channel basis.

Channels are similar to BSD sockets: messages are stored in a channel until a client removes the next one
(pull-principle). When no message is currently available, a client is blocked until the next available message has
been received.

Thereis currently only one implementation of Channel: JChannel.

The properties of a channel are typically defined in an XML file, but JGroups a so alows for configuration through
simple strings, URIs, DOM trees or even programming.

The Channel API and itsrelated classes is described in Chapter 3.

JBoss $Revision: 1.9$ 2
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1.2. Building Blocks

Channels are simple and primitive. They offer the bare functionality of group communication, and have on purpose
been designed after the simple model of BSD sockets, which are widely used and well understood. The reason is
that an application can make use of just this small subset of JGroups, without having to include a whole set of
sophisticated classes, that it may not even need. Also, a somewhat minimalistic interface is simple to understand: a
client needs to know about 12 methods to be able to create and use a channel (and oftentimes will only use 3-4
methods frequently).

Channéls provide asynchronous message sending/reception, somewhat similar to UDP. A message sent is essen-
tially put on the network and the send() method will return immediately. Conceptual requests, or responses to pre-
vious reguests, are received in undefined order, and the application has to take care of matching responses with re-
quests.

Also, an application has to actively retrieve messages from a channel (pull-style); it is not notified when a message
has been received. Note that pull-style message reception often needs another thread of execution, or some form of
event-loop, in which achannel is periodically polled for messages.

JGroups offers building blocks that provide more sophisticated APIs on top of a Channel. Building blocks either
create and use channels internally, or require an existing channel to be specified when creating a building block.
Applications communicate directly with the building block, rather than the channel. Building blocks are intended to
save the application programmer from having to write tedious and recurring code, e.g. request-response correlation.

Building blocks are described in Chapter 4.

1.3. The Protocol Stack

The protocol stack containins a number of protocol layers in a bidirectional list. All messages sent and received
over the channel have to pass through the protocol stack. Every layer may modify, reorder, pass or drop a message,
or add a header to a message. A fragmentation layer might break up a message into several smaller messages,
adding a header with an id to each fragment, and re-assembl e the fragments on the receiver's side.

The composition of the protocol stack, i.e. its layers, is determined by the creator of the channel: an XML file
defines the layers to be used (and the parameters for each layer). This string might be interpreted differently by
each channel implementation; in JChannel it is used to create the stack, depending on the protocol names given in
the property.

Knowledge about the protocol stack is not necessary when only using channels in an application. However, when
an application wishes to ignore the default properties for a protocol stack, and configure their own stack, then
knowledge about what the individual layers are supposed to do is needed. Although it is syntactically possible to
stack any layer on top of each other (they all have the same interface), this wouldn't make sense semantically in
most cases.

1.4. Header

A header is a custom bit of information that can be added to each message. JGroups uses headers extensively, for
example to add sequence numbers to each message (NAKACK and UNICAST), so that those messages can be de-
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livered in the order in which they were sent.

1.5. Event

Events are means by which JGroups protcols can talk to each other. Contrary to Messages, which travel over the
network between group members, events only travel up and down the stack.
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The installation refersto version 2.5 of JGroups. Refer to the installation instructions that are shipped with JGroups
for details.

Note that these instructions are also available in the JGroups distribution (I NSTALL. HTM.).

JGroups comes in a binary and a source version: the binary version is JG oups- 2. x. x. bi n. zi p, the source version
iSJG oups- 2. x. x. src. zi p. The binary version contains the JGroups JAR file, plus a number of JARs needed by
JGroups. The source version contains all source files, plus several JAR files needed by JGroups, e.g. ANT to build
JGroups from source.

2.1. Requirements

e JGroups 2.5 requires JDK 5 or higher.
e Thereisno NI code present so it should run on al platforms.

e If you want to generate HTML-based test reports from the unittests, then xalan.jar needs to be in the
CLASSPATH (also available in the lib directory)

2.2. Installing the binary distribution

The binary version contains

1. jgroups-dl.jar: the JGroups library including the demos

2. CREDITS: list of contributors

3. INSTALL.html: thisfile

4. commons-logging.jar

5. log4j.jar. ThisJAR isoptional, for exampleif JDK logging is used, we don't need it.

Place the JAR files somewhere in your CLASSPATH, and you're ready to start using JGroups. If you want to use the
JGroups JM S protocol (or g. j groups. prot ocol s. JMS), then you will also need to place jms.jar somewhere in your
CLASSPATH.
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2.3. Installing the source distribution

The source version consists of the following directories and files:

1. src: the sources

2. test: unit and stress tests

3. conf: configuration files needed by JGroups, plus default protocol stack definitions

4. doc: documentation

5. lib: various JARs needed to build and run JGroups:

a Ant [1] JARs: used to build JGroups. If you aready have Ant installed, you won't need these files

b.

C.

jms.jar: IMS library. Needed only if you intend to run the org.jgroups.protocols.JM S protacol
junit.jar: to run the JUnit [2] test cases

xaan.jar [3]: to format the output of the JUnit tests using an XSLT converter to HTML
commons-logging.jar

log4).jar

etc

2.4. Building JGroups (source distribution only)

1. Unzip the source distribution, e.g. unzip JGroups-2.x.x.src.zip. This will create the JGroups-2.x.x directory
(root directory) under the current directory.

2. cdtotheroot directory

3. Modify build.properties if you want to use a Java compiler other than javac (e.g. jikes), or if you want to
change the interface JGroups uses for sending and receiving messages

4. OnUNIX systemsusebui | d. sh, on Windows bui | d. bat : $> ./ bui | d. sh conpil e

5.  Thiswill compile al Javafiles (into the cl asses directory).

6. Togeneratethe JARS: $> ./build.sh jar

7. Thiswill generate the following JAR filesin the di st directory:

[1] http://jakarta.apache.org/ant/
[2] http://www.junit.org/
[3] http://xml.apache.org/
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e jgroups-core.jar -thecore JGroupslibraries
e jgroups-all.jar -thecomplete JGroups librariesincluding demos and unit tests

8. The cLASSPATH now has to be set accordingly: the following directories and/or JARS have to be included:

a <JGoups rootdir>/classes
b. <JGoups rootdir>/conf

c. All needed JARfilesin <JG oups rootdir>/1ib.To build from sources, the two Ant JARS are required.
To run unit tests, the JUnit (and possibly Xalan) JARs are needed.

9. To generate JavaDocs simple run $> ./ bui | d. sh j avadoc and the Javadoc documentation will be generated
inthedi st/j avadoc directory

10. Note that - if you aready have Ant installed on your system - you do not need to use build.sh or build.bat,
simply invoke ant on the build.xml file. To be able to invoked ant from any directory below the root directory,
place ANT_ARGS="-find build.xm -emacs" intothe. antrc filein your home directory.

11. For more details on Ant see http://jakarta.apache.org/ant/.

2.5. Testing your Setup

To see whether your system can find the JGroups classes, execute the following command:

java org.jgroups. Version
or (from JGroups 2.2.8 on)
java -jar jgroups-all.jar

Y ou should see the following output (more or less) if the classis found:

bel a@lel | /cygdrive/c/JG oups/di st

$ java -jar jgroups-all.jar
Ver si on: 2.6.0 pre-al pha
Cvs: $ld: installation.xm,v 1.5 2007/ 07/24 16: 30: 46 bel aban Exp $

2.6. Running a Demo Program

To test whether JGroups works okay on your machine, run the following command twice:
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java org.jgroups. denos. Draw

2 whiteboard windows should appear as shown in Figure 2.1.

B O 6 192.168.2.5:49551 (2) O ) 192.168.2.5:49550 (2)

F i s " F 3
f ) i Clear
4 Clear J ) 4

Figure 2.1. Screenshot of 2 Draw instances
Both windows should show 2 in their title bars. This means that the two instances found each other and formed a
group.

When drawing in one window, the second instance should also be updated. As the default group transport uses IP
multicast, make sure that - if you want start the 2 instances in different subnets - IP multicast is enabled. If thisis
not the case, the 2 instances won't find each other and the sample won't work.

You can change the properties of the demo to for example use a different transport if multicast doesn't work (it
should always work on the same machine). Please consult the documentation to see how to do this.

2.7. Using IP Multicasting without a network connection

Sometimes there isn't a network connection (e.g. DSL modem is down), or we want to multicast only on the local
machine. For this the loopback interface (typically 10) can be configured, e.g.

route add -net 224.0.0.0 netmask 240.0.0.0 dev lo

This means that all traffic directed to the 224.0.0.0 network will be sent to the loopback interface, which means it
doesn't need any network to be running. Note that the 224.0.0.0 network is a placeholder for all multicast addresses
in most UNIX implementations: it will catch all multicast traffic. This is an undocumented feature of / shi n/rout e
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and may not work across all UNIX flavors. The above instructions may also work for Windows systems, but this
hasn't been tested. Note that not all systems allow multicast traffic to use the loopback interface.

Typical home networks have a gateway/firewall with 2 NICs: the first (ethO) is connected to the outside world
(Internet Service Provider), the second (ethl) to the internal network, with the gateway firewalling/masquerading
traffic between the internal and external networks. If no route for multicast traffic is added, the default will be to
use the fdefault gateway, which will typicaly direct the multicast traffic towards the ISP. To prevent this (e.g. ISP
drops multicast traffic, or latency istoo high), we recommend to add a route for multicast traffic which goes to the
internal network (e.g. ethl).

2.8. It doesn't work !

Make sure your machine is set up correctly for IP multicast. There are 2 test programs that can be used to detect
this: McastReceiverTest and McastSenderTest. Start McastReceiverTest, e.g.

java org.jgroups.tests. Mast Recei ver Test -ntast_addr 224.10.10. 10 -port 5555

Then start M castSender Test:

java org.jgroups.tests. Mast Sender Test -ntast_addr 224.10.10.10 -port 5555

If you want to bind to a specific network interface card (NIC), use -bind_addr 192.168.0.2, where 192.168.0.2 is
the I P address of the NIC to which you want to bind. Use this parameter in both sender and receiver.

Y ou should be able to type in the McastSenderTest window and see the output in the McastReceiverTest. If not, try
to use -ttl 32 in the sender. If this still fails, consult a system administrator to help you setup |P multicast correctly.
If you are the system administrator, ook for another job :-)

Other means of getting help: there is a public forum on JIRA [5] for questions. Also consider subscribing to the
javagroups-users mailing list to discuss such and other problems.

2.9. The instances still don't find each other !

In this case we have to use a Sledgehammer (running only under JDK 1.4. and higher): we can enable the above
sender and receiver test to use all available interfaces for sending and receiving. One of them will certainly be the
right one... Start the receiver asfollows:

java org.jgroups.tests. Mast Recei verTestl 4 -ntast_addr 228.8.8.8 -use_all _interfaces

The multicast receiver uses the 1.4 functionality to list all available network interfaces and bind to all of them
(including the loopback interface). This means that whichever interface a packet comes in on, we will receive it.
Now start the sender:

[5] http://jira,jboss.com/jira/lbrowse/ JGRP
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java org.jgroups.tests. Mast Sender Test1_4 -ntast_addr 228.8.8.8 -use_all _interfaces

The sender will also determine the available network interfaces and send each packet over all interfaces.
This test can be used to find out which network interface to bind to when previously no packets were received. E.g.

when you see the following output in the receiver:

bash-2.03% java org.jgroups.tests. Mcast Recei verTest1 4 -ntast_addr 228.8.8.8 -bind_addr 192.
Socket =0. 0. 0. 0/ 0. 0. 0. 0: 5555, bind interface=/192. 168. 168. 4

dd [sender=192. 168. 168. 4: 5555]

dd [sender=192. 168. 168. 1: 5555]

dd [sender=192. 168. 168. 2: 5555]

you know that you can bind to any of the 192.168.168.{ 1,2,4} interfaces to receive your multicast packets. In this
case you would need to modify your protocol spec to include bind _addr=192.168.168.2 in UDP, eg.
"UDP( ntast _addr=228. 8. 8. 8; bi nd_addr=192. 168. 168.2):..." .

2.10. Problems with IPv6

Another source of problems might be the use of 1Pv6, and/or misconfiguration of / et ¢/ host s. If you communicate
between an IPv4 and an IPv6 host, and they ae not able to find each other, try the
j ava. net. prefer| P4St ack=t r ue property, e.g.

java -Djava. net.preferl Pv4dStack=true org.jgroups.denos. Draw -props fil e:/home/bel a/ udp. xm

JDK 1.4.1 uses IPv6 by default, although is has a dual stack, that is, it also supports |Pv4. Here's [6] more details on
the subject.

2.11. Wiki

Thereisawiki which lists FAQs and their solutions at http://www.jboss.org/wiki/Wiki.jsp?page=JGroups. It is fre-
quently updated and a useful companion to this user's guide.

2.12. | have discovered a bug !

If you think that you discovered a bug, submit a bug report on JRA [8] or send email to javagroups-developers if
you're unsure about it. Please include the following information:

» Version of JGroups (java org.jgroups.Version)

[6] http://java.sun.com/j2se/1.4/docs/guide/net/ipv6_guide/
[8] http://jirajboss.com/jira/lbrowse/ JGRP
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« Platform (e.g. Solaris 8)
 Vesionof JDK (e.g. JDK 1.4.2 07)
» Stack trace. Usekill -3 PID on UNIX systems or CTRL-BREAK on windows machines

» Small program that reproduces the bug
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This chapter explains the classes available in JGroups that will be used by applications to build reliable group com-
munication applications. The focus is on creating and using channels.

Information in this document may not be up-to-date, but the nature of the classes in the JGroups toolkit described
here is the same. For the most up-to-date information refer to the Javadoc-generated documentation in the doc/
j avadoc directory.

All of the classes discussed below reside in the or g. j gr oups package unless otherwise mentioned.

3.1. Utility classes

The org.jgroups.util. Uil class contains a collection of useful functionality which cannot be assigned to any
particular other package.

3.1.1. objectToByteBuffer(), objectFromByteBuffer()

The first method takes an object as argument and serializes it into a byte buffer (the object has to be serializable or
externalizable). The byte array is then returned. This method is often used to serialize objects into the byte buffer of
a message. The second method returns a reconstructed object from a buffer. Both methods throw an exception if
the object cannot be serialized or unseriali

3.1.2. printMessage()

Prints the message given as argument in readable format. Returns a string.

3.1.3. activeThreads()

Returns a strings containing a pretty-printed list of currently running threads.

3.1.4. printMembers()

Given alist of member addresses, pretty-prints the members and returns a string.

3.2. Interfaces

These interfaces are used with some of the APIs presented below, therefore they are listed first.
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3.2.1. Transport

Interface Tr ansport looks as follows:

public interface Transport {
public void send(Message nsg) throws Exception;
public Object receive(long timeout) throws Exception;

It defines a very small subset of the functionality of a channel, essentially only the methods for sending and receiv-
ing messages. There are a number of classes that implement Transport , among others channel . Many building
blocks (see Chapter 4 ) require nothing else than a bare-bone facility to send and receive messages; therefore the
Transport interface was created. It increases the genericness and portability of building blocks: being so simple,
the Transport interface can easily be ported to a different toolkit, without requiring any modifications to building
blocks.

3.2.2. MessagelListener

Contrary to the pull-style of channels, some building blocks (e.g. Pul | PushAdapt er ) provide an event-like push-
style message delivery model. In this case, the entity to be notified of message reception needs to provide a call-
back to be invoked whenever a message has been received. The MessagelLi st ener interface below provides a meth-
od to do so:

public interface Messageli stener {
public void recei ve(Message nsg);
byte[] getState();
voi d setState(byte[] state);

Method r ecei ve() will be called when a message is received. The get St at e() and set St at e() methods are used
to fetch and set the group state (e.g. when joining). Refer to Section 3.7.11 for a discussion of state transfer.

3.2.3. ExtendedMessageListener

JGroups release 2.3 introduces ExtendedM essagelListener enabling partial state transfer (refer to Section 3.7.13 )
while release 2.4 further expands ExtendedM essagel istener with streaming state transfer callbacks:

public interface ExtendedMessageli stener extends Messageli stener {
byte[] getState(String state_id);
void setState(String state_id, byte[] state);

[*** since JGoups 2.4 *****x/

voi d get St at e( Qut put St ream ost rean ;

void getState(String state_id, QutputStream ostrean;
voi d setState(lnputStreamistrean);

void setState(String state_id, InputStreamistrean;
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Method r ecei ve() will be called when a message is received. The get St at e() and set St at e() methods are used
to fetch and set the group state (e.g. when joining). Refer to Section 3.7.11 for adiscussion of state transfer.

3.2.4. MembershipListener

The Menber shi pLi st ener interface is similar to the Messageli st ener interface above: every time a new view, a
suspicion message, or a block event is received, the corresponding method of the class implementing Menber shi p-
Li st ener will be called.

public interface MenbershipListener {
public void viewAccepted(Vi ew new_vi ew);
public void suspect (Object suspected nbr);
public void block();

Oftentimes the only method containing any functionality will be vi ewAccept ed() which notifies the receiver that a
new member has joined the group or that an existing member has left or crashed. The suspect () callback isin-
voked by JGroups whenever a member if suspected of having crashed, but not yet excluded 1

The bl ock() method is called to notify the member that it will soon be blocked sending messages. This is done by
the FLUSH protocoal, for example to ensure that nobody is sending messages while a state transfer is in progress.
When block() returns, any thread sending messages will be blocked, until FLUSH unblocks the thread again, e.g.
after the state has been transferred successfully.

Therefore, block() can be used to send pending messages or complete some other work. However, sending of mes-
sages should be done on a different thread, e.g. the current thread blocks on a mutex, starts a different thread which
notifies the mutex once the work has been done.

Note that block() should take a small amount of time to complete, otherwise the entire FLUSH protocol is blocked.

3.2.5. ExtendedMembershipListener

The Ext endedMenber shi pLi st ener interface extends Menber shi pLi st ener :

public interface ExtendedMenbershi pLi st ener extends Menbershi pLi stener {
public void unbl ock();
}

Theunbl ock() method is called to notify the member that the flush protocol has completed and the member can re-
sume sending messages. If the member did not stop sending messages on block(), FLUSH simply blocked them
and will resume, so no action is required from a member. Implementation of the unblock() callback is optional.

3.2.6. ChannelListener

Lt could be that the member is suspected falsely, in which case the next view would still contain the suspected member (there is currently no
unsuspect () method
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public interface Channel Li stener {
voi d channel Connect ed( Channel channel);
voi d channel Di sconnect ed( Channel channel);
voi d channel C osed( Channel channel);
voi d channel Shunned();
voi d channel Reconnect ed( Addr ess addr);

A class implementing Channel Li st ener can use the Channel . set Channel Li st ener () method to register with a
channel to obtain information about state changes in a channel. Whenever a channel is closed, disconnected or
opened a callback will be invoked.

3.2.7. Receiver

public interface Receiver extends MessagelLi stener, Menbershi pListener {

}

A Receiver can be used to receive all relevant messages and view changes in push-style; rather than having to pull
these events from a channel, they will be dispatched to the receiver as soon as they have been received. This saves
one thread (application thread, pulling messages from a channel, or the Pull PushAdapter thread

3.2.8. ExtendedReceiver

public interface ExtendedRecei ver extends ExtendedMessageli stener, Menbershi pListener {

}

Thisisareceiver who will be able to handle partial state transfer

Merging of Extended interfaceswith their super interfaces

The Extended- interfaces (ExtendedM essagel istener, ExtendedReceiver) will be merged with their parents
in the 3.0 release of JGroups. The reason is that this will create an API backwards incompatibility, which
we didn't want to introduce in the 2.x series.

3.3. Address

Each member of a group has an address, which uniquely identifies the member. The interface for such an addressis
Address, which requires concrete implementations to provide methods for comparison and sorting of addresses,
and for determination whether the address is a multicast address. JGroups addresses have to implement the follow-
ing interface:

public interface Address extends Externalizable, Conparable, C oneable {
bool ean i sMul ti cast Address();
i nt conpareTo(Object o) throws Cl assCast Excepti on;
bool ean equal s(oj ect obj);
i nt hashCode();
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String toString();

Actual implementations of addresses are often generated by the bottommost protocol layer (e.g. UDP or TCP). This
alowsfor all possible sorts of addresses to be used with JGroups, e.g. ATM.

In JChannel, it is the IP address of the host on which the stack is running and the port on which the stack is receiv-
ing incoming messages, it is represented by the concrete class or g. j groups. st ack. | pAddr ess . Instances of this
class are only used within the JChannel protocol stack; users of a channel see addresses (of any kind) only as Ad-
dresses . Since an address uniquely identifies a channel, and therefore a group member, it can be used to send mes-
sages to that group member, e.g. in Messages (see next section).

3.4. Message

Datais sent between members in the form of messages ( Message ). A message can be sent by a member to asingle
member , or to all members of the group of which the channel is an endpoint. The structure of a message is shown
inFigure3.1.

Headers Dest o Buuffer

(Ava.util.=tack] (Address) (Address) (bt

Figure 3.1. Structur e of a message

A message contains 5 fields:

Destination address
The address of the receiver. If nul | , the message will be sent to al current group members

Source address
The address of the sender. Can be left nul |, and will be filled in by the transport protocol (e.g. UDP) before
the message is put on the network

Flags
This is one byte used for flags. The currently recognized flags are OOB, LOW_PRIO and HIGH_PRIO. See
the discussion on the concurrent stack for OOB.

Payload

The actual data (as a byte buffer). The Message class contains convenience methods to set a serializable object
and to retrieve it again, using serialization to convert the object to/from a byte buffer.
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Headers
A list of headers that can be attached to a message. Anything that should not be in the payload can be attached
to a message as a header. Methods put Header () , get Header () and r emoveHeader () of Message can be used
to manipulate headers.

A message is similar to an IP packet and consists of the payload (a byte buffer) and the addresses of the sender and
receiver (as Addresses). Any message put on the network can be routed to its destination (receiver address), and
replies can be returned to the sender's address.

A message usually does not need to fill in the sender's address when sending a message; this is done automatically
by the protocol stack before a message is put on the network. However, there may be cases, when the sender of a
message wants to give an address different from its own, so that for example, a response should be returned to
some other member.

The destination address (receiver) can be an Address, denoting the address of a member, determined e.g. from a
message received previously, or it can be nul I , which means that the message will be sent to al members of the
group. A typical multicast message, sending string " Hel | 0" to all memberswould look like this:

Message nmsg=new Message(null, null, "Hello".getBytes());
channel . send( nsg) ;

3.5. View

A View (View) isalist of the current members of a group. It consists of avi ew d , which uniquely identifies the
view (see below), and alist of members. Views are set in a channel automatically by the underlying protocol stack
whenever a new member joins or an existing one leaves (or crashes). All members of a group see the same se-
guence of views.

Note that there is a comparison function which orders all the members of a group in the same way. Usually, the
first member of the list is the coordinator (the one who emits new views). Thus, whenever the membership
changes, every member can determine the coordinator easily and without having to contact other members.

The code below shows how to send a (unicast) message to the first member of a view (error checking code omit-
ted):

Vi ew nmyvi ew=channel . get Vi ewm ) ;

Address first=nyview get Menbers().first();

Message nsg=new Message(first, null, "Hello world");
channel . send( nsg) ;

Whenever an application is notified that a new view has been instaled (eg. by MenbershipListen-
er. vi ewAccept ed() Or Channel . receive() ), the view is already set in the channel. For example, calling chan-
nel . get Vi ew() in avi ewAccept ed() callback would return the same view (or possibly the next one in case there
has already been anew view !).

3.5.1. Viewld

JBoss $Revision: 1.9$ 17



API

The Viewld is used to uniquely number views. It consists of the address of the view creator and a sequence num-
ber. Viewlds can be compared for equality and put in a hashtable as they implement equals() and hashCode() meth-
ods.

3.5.2. MergeView

Whenever a group splits into subgroups, e.g. due to a network partition, and later the subgroups merge back togeth-
er, aMergeView instead of aView will be received by the application. The MergeView classis a subclass of View
and contains as additional instance variable the list of views that were merged. As an example if the group denoted
by view vi:(p,q,r,s,t) split into subgroups v2:(p,q,r) and v2:(s,t) , the merged view might be
V3:(p,q,r,s,t) .Inthiscasethe MergeView would contains alist of 2 views: v2: (p, q,r) andv2: (s, t) .

3.6. Membership

This class can be used for keeping rack of members instead of a Vector class. It adds several functions, such as du-
plicate elimination, merging with other Membership instances and sorting.

3.7. Channel

In order to join a group and send messages, a process has to create a channel. A channel is like a socket. When a
client connects to a channdl, it gives the the name of the group it would like to join. Thus, a channd is (in its con-
nected state) always associated with a particular group. The protocol stack takes care that channels with the same
group name find each other: whenever a client connects to a channel given group name G, then it triesto find exist-
ing channels with the same name, and joins them, resulting in a new view being installed (which contains the new
member). If no members exist, a new group will be created.

A state transition diagram for the major states a channel can assume are shown in Figure 3.2 .
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con nect(]

create channel
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Figure 3.2. Channdl states

When a channel is first created, it is in the unconnected state. An attempt to perform certain operations which are
only valid in the connected state (e.g. send/receive messages) will result in an exception. After a successful connec-
tion by a client, it moves to the connected state. Now channels will receive messages, views and suspicions from
other members and may send messages to other members or to the group. Getting the local address of a channel is
guaranteed to be avalid operation in this state (see below). When the channel is disconnected, it moves back to the
unconnected state. Both a connected and unconnected channel may be closed, which makes the channel unusable
for further operations. Any attempt to do so will result in an exception. When a channel is closed directly from a
connected state, it will first be disconnected, and then closed.

The methods available for creating and manipulating channels are discussed now.

3.7.1. Creating a channel

A channel can be created in two ways: an instance of a subclass of channel is created directly using its public con-
structor (e.g. new JChannel () ), or achannel factory is created, which -- upon request -- creates instances of chan-
nels. We will only look at the first method of creating channel: by direct instantiation. Note that instantiation may
differ between the various channel implementations. As example we will ook at JChannel .

The public constructor of Jchannel looks asfollows:

publ i ¢ JChannel (Cbj ect properties) throws Channel Exception {}
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It creates an instance of Jchannel . The properties argument defines the composition of the protocol stack
(number and type of layers, parameters for each layer, and their order). For JChannel, this has to be a String. An
example of a channel creation is:

String props="UDP(ntast_addr=228.1. 2. 3; m:ast port =45566; i p_ttl=32):" +
"PI NG ti neout 3000 num.initial _nmenbers=6):

"FD(ti meout =5000) : *

"VERI FY_SUSPECT(t i rreout =1500):" +

"pbcast. STABLE( desi red_avg_gossi p=10000): " +

"pbcast. NAKACK(gc_| ag=10; retransm t _ti meout =3000): " +

"UNI CAST(ti neout =5000; mi n_wai t _ti ne=2000):" +

"FRAG " +

"pbcast. GVB(initial _nbrs_ti meout =4000; j oi n_ti meout =5000; " +

"shun=fal se; print_| ocal _addr=fal se)";

JChannel channel ;

try {
channel =new JChannel ( props);

}
cat ch( Exception ex) ({
/1 channel creation failed

}

The argument is a colon-delimited string of protocols, specified from bottom to top (left to right). The example
properties argument will be used to create a protocol stack that uses IP Multicast (UDP) as bottom protocol, the
PING protocol to locate the initial members, FD for failure detection, VERIFY_SUSPECT for double-checking of
suspected members, STABLE for garbage collection of messages received by all members, NAKACK for lossless
delivery of multicast messages, UNICAST for lossless delivery of unicast messages and GMS for group member-
ship (handling of join or leave requests).

If the properties argument is null, the default properties will be used. An exception will be thrown if the channel
cannot be created. Possible causes include protocols that were specified in the property argument, but were not
found, or wrong parameters to protocols.

3.7.1.1. Using XML to define a protocol stack

In version 2.0 of JGroups an XML-based scheme to define protocol stacks was introduced. Instead of specifying a
string containing the protocol spec, an URL pointing to avalid protocol stack definition can be given. For example,
the Draw demo can be launched as follows:

java org.javagroups. denos. Draw -props file:/home/ bel a/ vsync. xm

or

java org.javagroups. denps. Draw - props http://wwv j groups. or g/ udp. xm

In the latter case, an application downloads its protocol stack specification from a server, which alows for central
administration of application properties.
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A sample XML configuration looks like this (edited from udp.xml):

<confi g>
<UDP
ntast _addr =" ${j gr oups. udp. ntast _addr: 228. 10. 10. 10} "
ncast _port="${j groups. udp. ntast _port: 45588} "
di scard_i nconpati bl e_packet s="true"
max_bundl e_si ze="60000"
max_bundl e_ti neout =" 30"
ip_ttl="%{jgroups.udp.ip_ttl:2}"
enabl e_bundl i ng="true"
use_concurrent _stack="true"
t hr ead_pool . enabl ed="tr ue"
t hread_pool . mi n_t hr eads="1"
t hread_pool . max_t hr eads="25"
t hread_pool . keep_al i ve_ti ne="5000"
t hread_pool . queue_enabl ed="f al se"
t hr ead_pool . queue_max_si ze=" 100"
t hread_pool . rej ection_policy="Run"
oob_t hread_pool . enabl ed="true"
oob_t hread_pool . mi n_t hreads="1"
oob_t hread_pool . mex_t hr eads="8"
oob_t hread_pool . keep_al i ve_ti ne="5000"
oob_t hread_pool . queue_enabl ed="f al se"
oob_t hread_pool . queue_nmax_si ze="100"
oob_t hread_pool . rej ecti on_pol i cy="Run"/>
<PI NG ti meout =" 2000"
numinitial nmenbers="3"/>
<MERGE2 max_i nt er val =" 30000"
m n_i nterval ="10000"/ >

<FD_SOCK/ >

<FD ti meout =" 10000" max_tries="5" shun="true"/>
<VERI FY_SUSPECT ti neout ="1500" />

<BARRI ER / >

<pbcast . NAKACK
use_nctast _xmt="fal se" gc_|l ag="0"
retransmt _ti neout ="300, 600, 1200, 2400, 4800"
di scard_del i vered_nsgs="true"/>
<UNI CAST ti meout =" 300, 600, 1200, 2400, 3600"/ >
<pbcast. STABLE stability_ del ay="1000" desired_avg gossi p="50000"
max_byt es="400000"/ >
<VI EW._SYNC avg_send_i nt erval ="60000" />
<pbcast. GVS print_| ocal _addr="true" join_tineout="3000"
shun="f al se"
vi ew_bundl i ng="true"/>
<FC max_credit s="20000000"
m n_t hreshol d="0. 10"/ >
<FRA®R2 frag_si ze="60000" />
<pbcast . STATE_TRANSFER />
</ confi g>

A stack is wrapped by <config> and </config> elements and lists all protocols from bottom (UDP) to top
(STATE_TRANSFER). Each element defines one protocol.

Each protocol isimplemented as a Java class. When a protocol stack is created based on the above XML configura
tion, the first element ("UDP") becomes the bottom-most layer, the second one will be placed on the firgt, etc: the
stack is created from the bottom to the top.

Each element has to be the name of a Java class that resides in the or g. j gr oups. st ack. prot ocol s package. Note
that only the base name has to be given, not the fully specified class name ( ubP instead of
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org. j groups. stack. protocol s. UDP ). If the protocol classis not found, JGroups assumes that the name given isa
fully qualified classname and will therefore try to instantiate that class. If this does not work an exception is
thrown. This allows for protocol classes to reside in different packages altogether, e.g. avalid protocol name could
becom sun. eng. protocol s. rel i abl e. UCAST .

Each layer may have zero or more arguments, which are specified as a list of name/value pairs in parentheses dir-
ectly after the protocol name. In the example above, UDP is configured with some options, one of them being the
IP multicast address (mcast_addr) which is set to 228.10.10.10, or to the value of the system property
jgroups.udp.mcast_addr, if set.

Note that all membersin a group have to have the same protocol stack.

3.7.2. Setting options

A number of options can be set in a channel. To do so, the following method is used:

public void setOpt(int option, Object val ue);

Arguments are the options humber and avalue. The following options are currently recognized:

Channel . BLOCK
The argument is a boolean object. If true, block messages will be received. If this option is set to true, views
will also be set to true. Default isfalse.

Channel . LOCAL
Local delivery. The argument is a boolean value. If set to true, a member will receive all messages it sent to it-
self. Otherwise, all messages sent by itself will be discarded. This option allows to send messages to the group,
without receiving a copy. Default is true (members will receive their own copy of messages multicast to the

group).

Channel . AUTO_RECONNECT
When set to true, a shunned channel will leave the group and then try to automatically re-join. Default is false

Channel . AUTO_GETSTATE
When set to true a shunned channel, after reconnection, will attempt to fetch the state from the coordinator.
Thisrequires AUTO_RECONNECT to be true aswell. Default isfalse.

The equivalent method to get optionsisget Opt () :
public Ooject getOpt(int option);
Given an option, the current value of the option is returned.

3.7.3. Connecting to a channel

When a client wantsto join a group, it connects to a channel giving the name of the group to be joined:
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public void connect(String clusternane) throws Channel d osed;

The cluster name is a string, naming the cluster to be joined. All channels that are connected to the same name form
acl ustgr. Messages multicast on any channel in the cluster will be received by all members (including the one who
sent it <).

The method returns as soon as the group has been joined successfully. If the channel isin the closed state (see Fig-
ure 3.2), an exception will be thrown. If there are no other members, i.e. no other client has connected to a group
with this name, then a new group is created and the member joined. The first member of a group becomes its co-
ordinator . A coordinator isin charge of multicasting new views whenever the membership changes 3,

3.7.4. Connecting to a channel and getting the state in one operation

Clients can aso join a cluster group and fetch cluster state in one operation. The best way to conceptualize connect
and fetch state connect method is to think of it as an invocation of regular connect and getstate methods executed in
succession. However, there are several advantages of using connect and fetch state connect method over regular
connect. First of all, underlying message exchange is heavily optimized, especially if the flush protocol is used in
the stack. But more importantly, from clients perspective, connect and join operations become one atomic opera-
tion.

public void connect(string cluster_nane, address target, string state_id, |

Just as in regular connect method cluster name represents a cluster to be joined. Address parameter indicates a
cluster member to fetch state from. Null address parameter indicates that state should be fetched from the cluster
coordinator. If state should be fetched from a particular member other than coordinator clients can provide an ad-
dress of that member. State id used for partia state transfer while timeout bounds entire join and fetch operation.

3.7.5. Getting the local address and the group name

Method get Local Address() returns the local address of the channél. In the case of Jchannel , the local addressis
generated by the bottom-most layer of the protocol stack when the stack is connected to. That means that -- de-
pending on the channel implementation -- the local address may or may not be available when a channdl isin the
unconnected state.

publ i c Address getLocal Address();

Method get d ust er | Nane() returnsthe name of the cluster in which the channdl is a member:

public String getC usterNane();

2| ocal delivery can be turned on/off using set Opt () .
his is managed internally however, and an application programmer does not need to be concerned about it.

JBoss $Revision: 1.9 $ 23



API

Again, the result is undefined if the channel isin the unconnected or closed state.

3.7.6. Getting the current view

The following method can be used to get the current view of a channel:

public View getView);

This method does not retrieve a new view (message) from the channel, but only returns the current view of the
channel. The current view is updated every time a view message is received: when method recei ve() is called,
and the return value is a view, before the view is returned, it will be installed in the channel, i.e. it will become the
current view.

Cadlling this method on an unconnected or closed channel is implementation defined. A channel may return null, or
it may return the last view it knew of.

3.7.7. Sending a message

Once the channel is connected, messages can be sent using the send() methods:

public void send(Message nsg) throws Channel Not Connect ed, Channel d osed;

public void send(Address dst, Address src, Object obj) throws Channel Not Connect ed, Channe

The first send() method has only one argument, which is the message to be sent. The message's destination should
either be the address of the receiver (unicast) or null (multicast). When it is null, the message will be sent to all
members of the group (including itself). The source address may be null; if it is, it will be set to the channel's ad-
dress (so that recipients may generate aresponse and send it back to the sender).

The second send() method is a helper method and uses the former method internally. It requires the address of re-
ceiver and sender and an object (which has to be serializabl€), constructs a Message and sends it.

If the channel is not connected, or was closed, an exception will be thrown upon attempting to send a message.

Here's an example of sending a (multicast) message to all members of a group:

Hasht abl e data; // any serializable data

try {
channel . send(null, null, data);
}

cat ch( Exception ex) ({
/! handl e errors

}

The null value as destination address means that the message will be sent to all members in the group. The sender's
address will be filled in by the bottom-most protocol. The payload is a hashtable, which will be serialized into the
message's buffer and unserialized at the receiver's end. Alternatively, any other means of generating a byte buffer

JBoss $Revision: 1.9 $ 24



API

and setting the message's buffer to it (e.g. using Message.setBuffer()) would also work.

Here's an example of sending a (unicast) message to the first member (coordinator) of a group:

Addr ess receiver;
Message nsg;
Hasht abl e dat a;

try {
recei ver =channel . get Vi ew() . get Menbers().first();
channel . send(receiver, null, data);

}
cat ch(Exception ex) {

// handle errors
}

It creates a Message with a specific address for the receiver (the first member of the group). Again, the sender's ad-
dress can beleft null asit will be filled in by the bottom-maost protocol.

3.7.8. Receiving a message

Method r ecei ve() is used to receive messages, views, suspicions and blocks:

public Object receive(long tinmeout) throws Channel Not Connect ed, Channel C osed, Ti meout;

A channel receives messages asynchronously from the network and stores them in a queue. When receive() is
called, the next available message from the top of that queue is removed and returned. When there are no messages
on the queue, the method will block. If ti meout is greater than 0O, it will wait the specified number of milliseconds
for a message to be received, and throw a Ti neout Except i on exception if none was received during that time. If
the timeout is 0 or negative, the method will wait indefinitely for the next avail able message.

Depending on the channel options (see Section 3.7.2 ), the following types of objects may be received:

Message
A regular message. To send a response to the sender, a new message can be created. Its destination address
would be the received message's source address. Method Message. makeRepl y() is a helper method to create a
response.

View
A view change, signalling that a member has joined, |eft or crashed. The application may or may not perform
some action upon receiving a view change (e.g. updating a GUI object of the membership, or redistributing a
load-balanced collaborative task to all members). Note that alonger action, or any action that blocks should be
performed in a separate thread. A Mer geVi ew Will be received when 2 or more subgroups merged into one (see
Section 3.5.2 for details). Here, a possible state merge by the application needs to be done in a separate thread.

SuspectEvent
Notification of a member that is suspected. Method Suspect Event . get Menber () retrieves the address of the
suspected member. Usually this message will be followed by aview change.

JBoss $Revision: 1.9$ 25



API

BlockEvent
The application has to stop sending messages. When the application has stopped sending messages, it needs to
acknowledge this message with a channel . bl ockOk() method.

The BlockEvent reception can be used to complete pending tasks, e.g. send pending messages, but once Chan-
nel.blockOk() has been called, al threads that send messages (calling Channel.send() or Channel.down()) will
be blocked until FLUSH unblocks them.

UnblockEvent
The application can resume sending messages. Any previously messages blocked by FLUSH will be un-
blocked; when the UnblockEvent is received the channel has already been unblocked.

GetStateEvent
Received when the application's current state should be saved (for a later state transfer. A copy of the current
state should be made (possibly wrapped in a synchroni zed statement and returned calling method chan-
nel .returnState() . If state transfer events are not enabled on the channel (default), then this event will never
be received. This message will only be received with the Virtual Synchrony suite of protocols (see the Pro-
grammer's Guide).

StreamingGetStateEvent
Received when the application's current state should be provided to a state requesting group member. If state
transfer events are not enabled on the channel (default), or if channel is not configured with pb-
cast. STREAMING_STATE_TRANSFER then this event will never be received.

SetStateEvent
Received as response to a get St at e(s) method call. The argument contains the state of a single member (
byte[] ) or of al members (vect or ). Since the state of a single member could also be a vector, the interpreta-
tion of the argument isleft to the application.

StreamingSetStateEvent
Received at state requesting member when the state InputStream becomes ready for reading. If state transfer
events are not enabled on the channel (default), or if channel is not configured with pb-
cast. STREAMING_STATE_TRANSFER then this event will never be received.

The caller has to check the type of the object returned. This can be done using thei nst anceof operator, asfollows:

bj ect obj;
Message nsg;
Vi ew v;
obj =channel .receive(0); // wait forever
i f(obj instanceof Message)
msg=( Message) obj ;
el se if(obj instanceof View)
v=(Vi ew) obj ;
el se
; // don't handl e suspicions or bl ocks

If for example views, suspicions and blocks are disabled, then the caller is guaranteed to only receive return values
of type Message . In this case, the return value can be cast to a Message directly, without using thei nst anceof op-
erator.

JBoss $Revision: 1.9$ 26



API

If the channel is not connected, or was closed, a corresponding exception will be thrown.

The example below shows how to retrieve the "Hello world" string from a message:

Message nsg; // received above
String s;

try {
s=(String)nsg.getCbject(); // error if object not Serializable

/1 alternative: s=new String(nsg.getBuffer());

}
cat ch(Exception ex) ({
/1 handle errors, e.g. casting error above)

}

The Message.getObject() method retrieves the message's byte buffer, converts it into a (serializable) object and re-
turns the object.

3.7.9. Using a Receiver to receive messages

Instead of pulling messages from a channel in an application thread, a Receiver can be registered with a channel;
all received messages, view changes and state transfer requests will invoke callbacks on the registered Receiver:

JChannel ch=new JChannel ();
ch. set Recei ver (new Ext endedRecei ver Adapter () {
public void recei ve(Message nmsg) {
Systemout.println("received nessage " + nsgQ);

}

public void viewAccepted(Vi ew new view) {
Systemout. println("received view " + new_view);
}
1)

ch. connect ("bl a");

The Ext endedRecei ver Adapt er class implements al callbacks of ExtendedReceiver with no-ops, in the example
above we override receive() and viewAccepted().

The advantage of using a Receiver is that the application doesn't have to waste 1 thread for pulling messages out of
a channel. In addition, the channel doesn't have to maintain an (unbounded) queue of messages/views, which can
quickly get largeif the receiver cannot process messages fast enough, and the sender keeps sending messages.

Note
Note that the Channel.receive() method has been deprecated, and will be removed in 3.0. Use the Receiver
interface instead and register as a Receiver with Channel.setReceiver(Receiver r).

3.7.10. Peeking at a message

Instead of removing the next available message from the channel, peek() just returns a reference to the next mes-
sage, but does not remove it. Thisis useful when one has to check the type of the next message, e.g. whether itisa
regular message, or aview change. The signature of this method is not shown here, it is the same as for r ecei ve()
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Note
The peek() method has also been deprecated, and will be removed in 3.0.

3.7.11. Getting the group's state

A newly joined member may wish to retrieve the state of the group before starting work. This is done with get -
St at e() . This method returns the state of one member (in most cases, of the oldest member, the coordinator). It re-
turns true or false, depending on whether a valid state could be retrieved. For example, if a member is a singleton,
then calling this method would always return false 4,

The actual state is returned as the return value of one of the subsequent recei ve() cals, in the form of a Set -
St at eEvent object. If get St at e() returned true, then avalid state (non-null) will be returned, otherwise a null state
will be returned. Alternatively if an application uses MembershipListener (see Section 3.2.4 ) instead of pulling
messages from a channel, the get St at e() method will be invoked and a copy of the current state should be re-
turned. By the same token, setting a state would be accomplished by JGroups calling the set St at e() method of the
state fetcher.

The reason for not directly returning the state as a result of get St at e() is that the state has to be returned in the
correct position relative to other messages. Returning it directly would violate the FIFO properties of a channel,
and state transfer would not be correct.

The following code fragment shows how a group member participatesin state transfers:

channel =new JChannel ();
channel . connect (" Test Channel ") ;
bool ean rc=channel . get State(null, 5000);

Cbj ect state, copy;
Cbj ect ret=channel . receive(0);
if(ret instanceof Message)

el se if(ret instanceof GetStateEvent) {
copy=copyState(state); // nake a copy so that other nmsgs don't change the state
channel .returnState( Uil . obj ect ToByt eBuf fer(copy));

}

el se if(ret instanceof SetStateEvent) {
Set St at eEvent e=(Set St at eEvent)ret;
state=e. get Arg();

A JChannel has to be created whose stack includes the STATE_TRANSFER Of pbcast . STATE_TRANSFER protocols (see
Chapter 5). Method get St at e() subsequently asks the channel to return the current state. If there is a current state
(there may not be any other members in the group !), then true is returned. In this case, one of the subsequent r e-

cei ve() method invocations on the channel will return a Set St at eEvent object which contains the current state. In
this case, the cdller setsits state to the one received from the channel.

Method r ecei ve() might return a Get St at eEvent object, requesting the state of the member to be returned. In this
case, a copy of the current state should be made and returned using JChannel . returnStat e() . It isimportant to a)
synchronize access to the state when returning it since other accesses may modify it while it is being returned and

4A member will never retrieve the state from itself !

JBoss $Revision: 1.9 $ 28



API

b) make a copy of the state since other accesses after returning the state may still be able to modify it ! Thisis pos-
sible because the state is not immediately returned, but travels down the stack (in the same address space), and a
referenceto it could still alter it.

3.7.12. Getting the state with a Receiver

As an dternative to handling the GetStateEvent and SetStateEvent events, and calling Channel.returnState(), a Re-
ceiver could be used. The example above would look like this:

cl ass MyRecei ver extends ReceiverAdapter {
final Map menew HashMap();
public byte[] getState() {
synchroni zed(m) { // so nobody el se can nodify the map while we serialize it
byte[] state=Util. object ToByteBuffer(m;
return state;

}

public void setState(byte[] state) {
synchroni zed(m {
Map new_m=( Map) Util . obj ect FronByt eBuffer(state);
m cl ear ();
m addAl | (new_n);

}

channel =new JChannel (); // use default properties (has to include pbcast. STATE TRANSFER
channel . set Recei ver (new MyRecei ver());

channel . connect (" Test Channel ") ;

bool ean rc=channel . get State(null, 5000);

In a group consisting of A,B and C, with D joining the group and caling Channel.getState(), the following se-
quence of callbacks happens:

* D calls Channel.getState(). The state will be retrieved from the oldest member, A
* A.MyReceiver.getState() is called. A returns acopy of its hashmap
e D: getState() returns true

* D.MyReceiver.setState() is called with the serialized state. D unserializes the state and sets it

3.7.13. Partial state transfer

Partial state transfer means that instead of transferring the entire state, we may want to transfer only a substate. For
example, with HTTP session replication, a new node in a cluster may want to transfer only the state of a specific
session, not all HTTP sessions. This can be done with either the pull or push model. The method to call would be
Channel.getState(), including the 1D of the substate (a string). In the pull model, GetStateEvent and SetStateEvent
have an additional member, state id, and in the push model, there are 2 additional getState() and setState() call-
backs. The example below shows partial state transfer for the push model:
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cl ass MyRecei ver extends ExtendedRecei ver Adapter {
final Map menew HashMap();

public byte[] getState() {
return getState(null);
}

public byte[] getState(String substate_id) {
synchroni zed(m { // so nobody else can nodify the map while we serialize it
byte[] state=null;
if(substate id == null) {
state=Uti | . object ToByteBuffer(m;

}
el se {
(bj ect val ue=m get (substate_id);
if(value '= null) {
return Uil.objectToByteBuffer(val ue);
}
}
return state;
}
}
public void setState(byte[] state) {
setState(null, state);
}

public void setState(String substate_id, byte[] state) {
synchroni zed(nm) {
if(substate_id !'= null) {
Cbj ect val ue=Util. object FronByteBuffer(state);
m put (substate_i d, value);

}

el se {
Map new_m=( Map) Util . obj ect FronByt eBuffer(state);
m cl ear();
m addAl | (new_n);

}

}

channel =new JChannel (); // use default properties (has to include pbcast. STATE TRANSFER
channel . set Recei ver (new MyRecei ver());

channel . connect (" Test Channel ") ;

bool ean rc=channel . get State(null, "M/I D', 5000);

The example shows that the Channel.getState() method specifies the ID of the substate, in this case "MyID". The
getState(String substate_i d) method checks whether the substate ID is not null, and returns the substate per-
taining to the ID, or the entire state if the substate id is null. The same goes for setting the substate: if set -
State(String substate_id, byte[] state) hasanon-null substate id, only that part of the current state will be
overwritten, otherwise (if null) the entire state will be overwritten.

3.7.14. Streaming state transfer

Streaming state transfer allows transfer of application (partial) state without having to load entire state into memory
prior to sending it to a joining member. Streaming state transfer is especialy useful if the state is very large
(>1Gb), and use of regular state transfer would likely result in OutOfMemoryException. Streaming state transfer
was introduced in JGroups 2.4. JGroups channel has to be configured with either regular or streaming state transfer.
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The JChannel API that invokes state transfer (i.e. JChannel .getState(long timeout, Address member)) remains the
same.

Streaming state transfer, just as regular byte based state transfer, can be used in both pull and push mode. Similarly
to the current getState and setState methods of org.jgroups.Messagel istener, the application interested in streaming
state transfer in a push mode would implement streaming getState method(s) by sending/writing state through a
provided OutputStream reference and setState method(s) by receiving/reading state through a provided Input-
Stream reference. In order to use streaming state transfer in a push mode, existing ExtendedM essageListener has
been expanded to include additional four methods:

public interface ExtendedMessageli stener {
/*non-stream ng cal | back nethods omitted for clarity*/

voi d get St at e( Qut put Stream ostrean);

void getState(String state_id, CQutputStream ostrean);
voi d setState(lnputStreami strean;

voi d setState(String state_id, InputStreamistrean);

For a pull mode (when application uses channel.receive() to fetch events) two new event classes will be introduced:

e StreamingGetStateEvent

*  StreamingSetStateEvent

These two eventsg/classes are very similar to existing GetStateEvent and SetStateEvent but introduce a new field;
StreamingGetStateEvent has an OutputStream and StreamingSetStateEvent has an |nputStream.

The following code snippet demonstrates how to pull events from a channel, processing StreamingGetStateEvent
and sending hypothetical state through a provided OutputStream reference. Handling of StreamingSetStateEvent is
analogous to this example:

Ooj ect obj =channel . recei ve(0);
i f(obj instanceof Stream ngGet StateEvent) {
St r eam ngGet St at eEvent evt =( St r eam ngGet St at eEvent ) obj ;
CQut put Stream oos = nul | ;
try {
00s = new bj ect Qut put St ream(evt.getArg());
00s. WiteObject(state);
oos. flush();
}
catch (Exception e) {}
finally {

try {
00s. cl ose();

catch (I OException e) {
Systemerr.println(e);
}
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JGroups has a great flexibility with state transfer methodology by allowing application developers to implement
both byte based and streaming based state transfers. Application can, for example, implement streaming and byte
based state transfer callbacks and then interchange state transfer protocol in channel configuration to use either
streaming or byte based state transfer. However, one cannot configure a channel with both state transfers at the
same time and then in runtime choose which particular state transfer type to use.

3.7.15. Disconnecting from a channel

Disconnecting from a channel is done using the following method:

public void disconnect();

It will have no effect if the channel is already in the disconnected or closed state. If connected, it will remove itself
from the group membership. This is done (transparently for a channel user) by sending a leave request to the cur-
rent coordinator. The latter will subsequently remove the channel's address from its local view and send the new
view to al remaining members.

After a successful disconnect, the channel will be in the unconnected state, and may subsequently be re-connected

to.

3.7.16. Closing a channel

To destroy a channel instance (destroy the associated protocol stack, and release all resources), method cl ose() is
used:

public void close();

It moves the channel to the closed state, in which no further operations are alowed (most throw an exception when
invoked on a closed channel). In this state, a channel instance is not considered used any longer by an application
and -- when the reference to the instance is reset -- the channel essentially only lingers around until it is garbage
collected by the Java runtime system.
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Building blocks are layered on top of channels. Most of them do not even need a channel, al they need is a class
that implements interface Tr ansport (channels do). This enables them to work on any type of group transport that
obeys this interface. Building blocks can be used instead of channels whenever a higher-level interface is required.
Whereas channels are simple socket-like constructs, building blocks may offer afar more sophisticated interface. In
some cases, building blocks offer access to the underlying channel, so that -- if the building block at hand does not
offer a certain functionality -- the channel can be accessed directly. Building blocks are located in the
org. j groups. bl ocks package. Only the ones that are relevant for application programmers are discussed below.

4.1. PullPushAdapter

This class is a converter (or adapter, as used in [Gamma:1995] between the pull-style of actively receiving mes-
sages from the channel and the push-style where clients register a callback which is invoked whenever a message
has been received. Clients of a channel do not have to allocate a separate thread for message reception.

A Pul | PushAdapt er is always created on top of a class that implements interface Transport (e.g. a channel). Cli-
ents interested in being called when a message is received can register with the pul | PushAdapt er using method
set Li stener (). They have to implement interface MessageLi st ener, whose recei ve() method will be called
when a message arrives. When a client is interested in getting view, suspicion messages and blocks, then it must
additionally register as a Menber shi pLi st ener using method set Menber shi pLi st ener () . Whenever a view, suspi-
cion or block is received, the corresponding method will be called.

Upon creation, an instance of Pul | PushAdapt er creates a thread which constantly calls the recei ve() method of
the underlying Tr anspor t instance, blocking until a message is available. When a message is received, if thereisa
registered message listener, itsrecei ve() method will be called.

As this class does not implement interface Tr anspor t , but merely uses it for receiving messages, an underlying ob-
ject has to be used to send messages (e.g. the channel on top of which an object of this classresides). Thisis shown
inFigure 4.1.

Figure4.1. Class Pul | PushAdapt er

As is shown, the thread constantly pulls messages from the channel and forwards them to the registered listeners.
An application thus does not have to actively pull for messages, but the pul | PushAdapt er does this for it. Note
however, that the application has to directly access the channd if it wants to send a message.

4.1.1. Example
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This section shows sample code for using a Pul | PushAdapt er . The example has been shortened for readability
(error handling has been removed).

public class Pull PushTest inplenents Messageli stener {

Channel channel ;

Pul | PushAdapt er adapter;

byt e[ ] data="Hel |l o worl d".getBytes();
String props; // fetch properties

public void recei ve(Message nmsg) {
Systemout. println("Received nsg: " + nsQ);
}

public void start() throws Exception {
channel =new JChannel (props);
channel . connect (" Pul | PushTest");
adapt er =new Pul | PushAdapt er (channel ) ;
adapt er. setLi stener(this);

for(int i=0; i < 10; i++) {
Systemout. println("Sending nsg #"' + i);
channel . send(new Message(null, null, data));
Thr ead. current Thread() . sl eep(1000);

}
adapter.stop();

channel . cl ose();

public static void main(String args[]) {

try {
new Pul | PushTest ().start();

catch(Exception e) { /* error */ }

First achannel is created and connected to. Then an instance of Pul | PushAdapt er is created with the channel as ar-
gument. The constructor of Pul | PushAdapt er starts its own thread which continually reads on the channel. Then
the MessagelLi st ener is set, which causes all messages received on the channel to be sent to recei ve(). Then a
number of messages are sent via the channel to the entire group. As group messages are also received by the
sender, the recei ve() method will be called every time a message is received. Finally the pul | PushAdapt er is
stopped and the channel closed. Note that explicitly stopping the pul | PushAdapt er is not actualy necessary, a
closing the channel would cause the Pul | PushAdapt er to terminate anyway.

Note that, compared to the pull-style example, push-style message reception is considerably easier (no separate
thread management) and requires less code to program.

Note
The PullPushAdapter has been deprecated, and will be removed in 3.0. Use a Receiver implementation in-
stead. The advantage of the Receiver-based (push) model is that we save 1 thread.

4.2. MessageDispatcher

Channels are simple patterns to asynchronously send a receive messages. However, a significant number of com-
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munication patterns in group communication require synchronous communication. For example, a sender would
like to send a message to the group and wait for all responses. Or another application would like to send a message
to the group and wait only until the majority of the receivers have sent aresponse, or until atimeout occurred.

MessageDi spat cher oOffers acombination of the above pattern with other patterns. It provides synchronous (as well
as asynchronous) message sending with request-response correlation, e.g. matching responses with the original re-
quest. It also offers push-style message reception (by internally using the pul | PushAdapt er ).

An instance of MessageDi spat cher is created with a channel as argument. It can now be used in both client and
server role: aclient sends requests and receives responses and a server receives requests and send responses. Mes-
sageDi spat cher alows a application to be both at the same time. To be able to serve requests, the Request Hand-
I er. handl e() method hasto be implemented:

oj ect handl e( Message nsg);

The handl e() method is called any time a request is received. It must return a return value (must be seriaizable,
but can be null) or throw an exception. The return value will be returned to the sender (as a null response, see be-
low). The exception will also be propagated to the requester.

The two methods to send requests are:

public RspLi st cast Message(Vector dests, Message nsg, int nmode, |ong tineout);
publ i c Object sendMessage(Message nsg, int node, |ong tinmeout)
t hrows Ti neout Excepti on;

The cast Message() method sends a message to all members defined in dest s. If dest s is null the message will be
sent to all members of the current group. Note that a possible destination set in the message will be overridden. If a
message is sent synchronously then the ti meout argument defines the maximum amount of time in milliseconds to
wait for the responses.

The node parameter defines whether the message will be sent synchronously or asynchronously. The following val-

uesarevalid (fromorg. j gr oups. bl ocks. Gr oupRequest ):

GET_FIRST
Returns the first response received.

GET_ALL
Waits for al responses (minus the ones from suspected members)

GET_MAJORITY
Waits for amagjority of all responses (relative to the group size)

GET_ABS MAJORITY
Waits for the majority (absolute, computed once)

GET_N
Wait for n responses (may block if n > group size)

GET_NONE
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Wait for no responses, return immediately (non-blocking). This make the call asynchronous.

The sendMessage() method allows an application programmer to send a unicast message to areceiver and option-
ally receive the response. The destination of the message has to be non-null (valid address of a receiver). The node
argument isignored (it is by default set to G oupRequest . GET_FI RST) unlessit is set to GET_NONE in which case the
reguest becomes asynchronous, ie. we will not wait for the response.

One advantage of using this building block is that failed members are removed from the set of expected responses.
For example, when sending a message to 10 members and waiting for all responses, and 2 members crash before
being able to send a response, the call will return with 8 valid responses and 2 marked as failed. The return value of
cast Message() isaRspLi st which contains al responses (not all methods shown):

public class RspList {
publ i c bool ean i sRecei ved( Address sender);

public int nunSuspect edMenber s() ;
public Vector getResults();
public Vector getSuspectedMenbers();
publ i c bool ean i sSuspect ed( Address sender);
public Object get(Address sender);
public int size();

c

public Ooject elenmentAt(int i) throws Arrayl ndexQut O BoundsExcepti on;

Method i sRecei ved() checks whether a response from sender has aready been received. Note that this is only
true as long as no response has yet been received, and the member has not been marked as failed. nunsuspect ed-
Merber s() returns the number of members that failed (e.g. crashed) during the wait for responses. get Resul t s()
returns alist of return values. get () returns the return value for a specific member.

4.2.1. Example

This section describes an example of how to use a MessageDi spat cher .

public class MessageDi spatcher Test inpl enents Request Handl er {

Channel channel ;

MessageDi spat cher di sp;

RspLi st rsp_list;

String props; // to be set by application progranmer

public void start() throws Exception {
channel =new JChannel ( props);
di sp=new MessageDi spat cher (channel, null, null, this);
channel . connect (" MessageDi spat cher Test G oup") ;

for(int i=0; i < 10; i++) {
Uil.sleep(100);
System out. println("Casting nessage #" + i);
rsp_list=disp. cast Message(nul |,
new Message(null, null, new String("Nunber #' +i)),
G oupRequest . GET_ALL, 0);
System out. println("Responses:\n" +rsp_list);

channel . cl ose();
di sp. stop();
}

public Object handl e(Message nsg) {
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Systemout.println("handle(): " + nmBQ);
return new String("Success !'");

}

public static void nmain(String[] args) {

try {
new MessageDi spat cher Test().start();
}

catch(Exception e) {
Systemerr.println(e);
}

The example starts with the creation of a channel. Next, an instance of MessageDi spat cher is created on top of the
channel. Then the channel is connected. The MessageDi spat cher Will from now on send requests, receive match-
ing responses (client role) and receive requests and send responses (server role).

We then send 10 messages to the group and wait for all responses. The ti meout argument is 0, which causes the
call to block until all responses have been received.

Thehandl e() method simply prints out a message and returns a string.

Finally both the MessageDi spat cher and channel are closed.

4.3. RpcDispatcher

This class is derived from MessageDi spat cher . It allows a programmer to invoke remote methods in al (or single)
group members and optionally wait for the return value(s). An application will typically create a channel and layer
the RpcDi spat cher building block on top of it, which alows it to dispatch remote methods (client role) and at the
same time be called by other members (server role).

Compared to MessageDi spat cher, NO handl e() method needs to be implemented. Instead the methods to be called
can be placed directly in the class using regular method definitions (see example below). The invoke remote meth-
od calls (unicast and multicast) the following methods are used (not all methods shown):

publ i c RspLi st call Renpt eMet hods(Vector dests, String method_nane,
int node, |ong tineout);
public RspLi st call Renpt eMet hods(Vector dests, String method_nane,
Cbj ect argl, int node, |ong tinmeout);
public Object call RenpteMet hod( Address dest, String nethod_narne,
int node, long tineout);
public Ooject call Renpt eMet hod( Address dest, String nethod_nane,
Cbj ect argl, int node, |ong tinmeout);

The family of cal | Renot eMet hods() is invoked with a list of receiver addresses. If null, the method will be in-
voked in al group members (including the sender). Each call takes the name of the method to be invoked and the
node and timeout parameters, which are the same as for MessageDi spat cher . Additionally, each method takes
Zero or more parameters: there are cal | Renot eMet hods() methods with up to 3 arguments. As shown in the ex-
ample above, the first 2 methods take zero and one parameters respectively.
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The family of cal | Renot eMet hod() methods takes almost the same parameters, except that there is only one des-
tination address instead of alist. If the dest argument is null, the call will fail.

If a sender needs to use more than 3 arguments, it can use the generic versions of cal | Renot eMet hod() and
cal | Renot eMet hods() which use amet hodcCal | S instance rather than explicit arguments.

Java's Reflection API is used to find the correct method in the receiver according to the method name and number
and types of supplied arguments. There is aruntime exception if a method cannot be resolved.

(* Update: these methods are deprecated; must use MethodCall argument now *)

4.3.1. Example

The code below shows an example:

public class RpcDi spatcherTest {

Channel channel ;

RpcDi spat cher di sp;

RspLi st rsp_list;

String props; // set by application

public int print(int nunber) throws Exception {
return nunber * 2;
}

public void start() throws Exception {
channel =new JChannel ( props);
di sp=new RpcDi spat cher(channel, null, null, this);
channel . connect (" RpcDi spat cher Test G oup”) ;

for(int i=0; i < 10; i++) {
Uil.sleep(100);

rsp_list=disp.call Renot eMet hods(null, "print",
new | nteger (i), G oupRequest.GET_ALL, 0);
Systemout. println("Responses: " +rsp_list);
}
channel . cl ose();
di sp. stop();
}
public static void main(String[] args) {
try {
new RpcDi spat cher Test ().start();
}

catch(Exception e) {
Systemerr.println(e);
}

Class RpcDi spat cher defines method pri nt () which will be called subsequently. The entry point st art () method
creates a channel and an RpcDi spat cher which is layered on top. Method cal | Renot eMet hods() then invokes the
remote print () method in all group members (also in the caller). When all responses have been received, the call
returns and the responses are printed.

SSeethe Programmer's Guide and the Javadoc documentation for more information about this class.
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As can be seen, the Rpchi spat cher building block reduces the amount of code that needs to be written to imple-
ment RPC-based group communication applications by providing a higher abstraction level between the application
and the primitive channels.

4.4. DistributedHashtable

A Di stributedHasht abl e iS derived from j ava. uti| . Hasht abl e and allows to create several instances of hasht-
ables in different processes. All of these instances have exactly the same state at al times. When creating such an
instance, a group name determines which group of hashtables will be joined. The new instance will then query the
state from existing members and update itself before starting to service requests. If there are no existing members,
it will simply start with an empty state.

Modifications such asput (), cl ear () or renove() Will be propagated in orderly fashion to al replicas. Read-only
requests such asget () will only be sent to the local copy.

Since both keys and values of a hashtable will be sent across the network as copies, both of them have to be serial-
izable. This allows for example to register remote RMI objects with any local instance of a hashtable, which can
subsequently be looked up by another process which can then invoke remote methods (remote RMI objects are
seridizable). Thus, adistributed naming and registration service can be built in just a couple of lines.

A Distribut edHasht abl e allows to register for notifications, e.g. when a new item is set, or an existing one re-
moved. All registered listeners will notified when such an event occurs. Natification is always local; for examplein
the case of removing an element, first the element is removed in al replicas, which then notify their listener(s) of
theremoval (after the fact).

Di st ri but edHasht abl e allow membersin a group to share common state across process and machine boundaries.

4.5. ReplicatedHashtable

Repl i cat edHasht abl e provides exactly the same methods as as bi st ri but edHasht abl e. However, it isimplemen-
ted differently. Whereas the latter uses synchronous remote group method invocation (similar to Rochi spat cher ),
the former uses asynchronous communication to keep the replicas up-to-date.

4.6. DistributedTree

Similar to Di st ri but edHasht abl e this class also provides replication of a data structure across multiple processes.
However, a tree structure instead of a hashtable is replicated by Di stri but edTree. Updates are multicast to all
group members reliably and in the same order using the underlying channel.

The tree consists of aroot and zero or more child nodes. Each node can be either another subtree, or aleaf node. A
node has a name and a value. The value can be any object that is seriaizable. A node in the tree is identified by
concatenating all nodes from the root to it, separated with' /' characters, e.g.

/alblc.

New nodes can be added dynamically. Existing nodes (also entire subtrees) can be removed. Vaues can be at-
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tached to an existing node. Whenever the tree is modified events will be sent for which listeners can register.
Listeners have to implement interface Di st ri but edTr eeLi st ener :

public interface DistributedTreelLi stener {
voi d nodeAdded(String fqgn, Serializable el enent);
voi d nodeRenoved(String fqn);
voi d nodeMbdi fied(String fgn, Serializable old_element, Serializable new el enent);

The methods provided by Di st ri but edTr ee are listed below (not all methods shown):

public class DistributedTree {

public void add(String fqgn);

public void add(String fgn, Serializable elenent);
public void renove(String fqgn);

publ i c bool ean exists(String fqgn);

public Serializable get(String fqgn);

public void set(String fqgn, Serializable elenent);
public Vector get Chi |l drenNames(String fqn);

The two add() methods add a new node. The first method assigns no value to the node, whereas the second does.
Note that it does not matter whether or not parent nodes exists. an addition of “/ a/ b/ ¢/ d" to atree"/a/ b" would
create nodes "/ a/ b/ c* and "/ al/ b/ ¢/ d". However, if avalue was given, it would be assigned only to the latter.

The remove() method removes a node from the tree. If the node is a subtree itself, al nodes under it will be re-
moved recursively. E.g. the removal of */* from "/ a/b" would trigger 3 nodeRenoved() notifications: "/ a/ b", "/
a* and"/" (inthis order)®.

Theexi st s() method tests whether a given node existsin the tree.

The get () method returns either the value associated with the given node, or null if the node cannot be found or
there is no value attached.

Method set () attaches a value to a given node. It fails if the node does not exist. Use add(String, Serializ-
abl e) instead if the node should be created if not existent.

Method get Chi | drenNanes() furnishes a list of the fully qualified names of all children nodes of a given node.
This gives a programmer modest navigation possibilities within the tree.

Thereisademo applicationinor g. j gr oups. denos. Di st ri but edTr eeDeno.

4.7. NotificationBus

This class provides notification sending and handling capability. Also, it alows an application programmer to
maintain alocal cache which isreplicated by all instances. Not i fi cati onBus also sits on top of a channel, however
it creates its channel itself, so the application programmers do not have to provide their own channel. Notification

6Assumi ng that these are the only nodesin the entire tree, e.g. "/ a" has no other children

JBoss $Revision: 1.9$ 40



Building Blocks

consumers can subscribe to receive notifications by calling set Consuner () and implementing interface Not i fi ca-
ti onBus. Consuner .

public interface Consuner {

voi d handl eNot i fi cati on(Serializable n);
Seri al i zabl e getCache();

voi d nmenber Joi ned( Addr ess nbr);

voi d menber Lef t (Address nbr);

Method handl eNot i fi cation() is called whenever a notification is received from the channel. A notification is
any object that is serializable. Method get Cache() is called when someone wants to retrieve our state; the state can
be returned as a serializable object. The menber Joi ned() and menber Left () callbacks are invoked whenever a
member joins or leaves (or crashes).

The most important methods of Not i fi cati onBus are:

public class NotificationBus {
public void set Consuner(Consumer c);
public void start() throws Exception
public void stop();
public void sendNotification(Serializable n);
public Serializabl e getCacheFronCoordi nator(long tineout, int nmax_tries);
public Serializabl e getCacheFronmvenber (Address nbr, long timeout, int max_tries);

Method set Consuner () allowsaconsumer to register itself for notifications.
Thestart () andstop() methods start and stop the Not i fi cat i onBus.

Method sendNot i fi cation() Sends the serializable object given as argument to all members of the group, invok-
ing their handl eNot i fi cati on() methods on reception.

Methods get CacheFr onCoor di nat or () and get CacheFr omMerber () provide functionality to fetch the group state
from the coordinator (first member in membership list) or any other member (if its address is known). They take as
arguments atimeout and a maximum number of unsuccessful attempts until they return null. Typicaly one of these
methods would be called just after creating a new Noti fi cati onBus to acquire the group state. Note that if these
methods are used, then the consumers must implement Consuner . get Cache() , otherwise the two methods above
would always return null.
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This chapter discusses some of the more advanced concepts of JGroups with respect to using it and setting it up
correctly.

5.1. Using multiple channels

When using a fully virtual synchronous protocol stack, the performance may not be great because of the larger
number of protocols present. For certain applications, however, throughput is more important than ordering, e.g. for
video/audio streams or airplane tracking. In the latter case, it is important that airplanes are handed over between
control domains correctly, but if there are a (small) number of radar tracking messages (which determine the exact
location of the plane) missing, it is not a problem. The first type of messages do not occur very often (typicaly a
number of messages per hour), whereas the second type of messages would be sent at a rate of 10-30 messages/
second. The same applies for a distributed whiteboard: messages that represent a video or audio stream have to be
delivered as quick as possible, whereas messages that represent figures drawn on the whiteboard, or new parti-
cipants joining the whiteboard have to be delivered according to a certain order.

The requirements for such applications can be solved by using two separate stacks: one for control messages such
as group membership, floor control etc and the other one for data messages such as video/audio streams (actually
one might consider using one channel for audio and one for video). The contral channel might use virtual syn-
chrony, which is relatively slow, but enforces ordering and retransmission, and the data channel might use asimple
UDP channel, possibly including a fragmentation layer, but no retransmission layer (losing packets is preferred to
costly retransmission).

The Dr aw2Channel s demo program (in the or g. j gr oups. denos package) demonstrates how to use two different
channels.

5.2. Using the Multiplexer to run multiple building blocks over
the same channel

In JBoss we have multiple JGroups channels, one for each application (e.g. JBossCache, ClusterPartition etc).

The goa of the Multiplexer is to combine all stacks with the same configuration into one, and have multiple ser-
vices on top of that same channel.

To do this, we have to introduce multiplexing and demultiplexing functionality, ie. each service will have to have a
unique service ID (a string), and when sending a message, the message has to be tagged with that ID. When receiv-
ing amessage, it will be dispatched to the right destination service based on the ID attached to the message. We re-
quire specia handling for VIEW and SUSPECT messages: those need to be dispatched to *all* services. State
transfer also needs to be handled specially, here we probably have to use thread locals, or change the API (TBD).
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When deployed into JBoss, the Multiplexer will be exposed as an MBean, and al services that depend on it will be
deployed with dependency injection on the Multiplexer. Of course, the old configuration will still be supported.

The config of the Multiplexer is done via a config file, which lists a number of stacks, each keyed by a name, e.g.
"udp", "tcp", "tcp-nio" etc. See ./conf/stacks.xml for an example. An app is configured with the name of a stack,
e.g. "udp", and a reference to the Multiplexer MBean. It will get a proxy channel through which all of its commu-
nication will take place. The proxy channel (MuxChannel) will mux/demux messages to the real JGroups channel.

The advantage of the Multiplexer is that we can reduce N channelsinto M where M < N. This means fewer threads,
therefore fewer context switches, less memory consumption and easier configuration and better support.

5.2.1. The Multiplexer API

The Multiplexer is actually a JChannelFactory, which is configured with a reference to an XML configuration file,
and has a few additional methods to get a Channel. The channel returned is actually an instance of MuxChannel,
which transparently forwards all invocations to the underlying JChannel, and performs multiplexing and demulti-
plexing. Multiple MuxChannels can share the same underlying JChannel, and each message sent by a service over
the MuxChannel will add the services's ID to the message (as a header). That ID is then used to demultiplex the
message to the correct MuxChannel when received.

The methods of the JChannel Factory are:

publ i c Channel createMiltiplexerChannel (String stack_nanme, String id) throws Exception
publ i c Channel createMiltiplexerChannel (String stack_nane, String id, boolean register_fc

The stack_name parameter refers to a channel configuration defined in a separate file (see below).

Theid parameter is the service ID and has to be unique for al services sitting on the same channel. If an ID is used
more than once, when trying to call createM ultiplexerChannel (), an exception will be thrown.

the register_for_state transfer and substate id parameters are discussed below (in Section 5.2.1.1).

The stack_name parameter is a reference to a stack, for example defined in stacks.xml. A shortened version of
stacks.xml is shown below:

<pr ot ocol _stacks>
<stack nane="fc-fast-m nimalthreads" description="Fl ow control, no up or down threads
<config>
<UDP ncast _port="45566"
enabl e_bundl i ng="true"/>

<pbcast . STATE_TRANSFER down_t hread="f al se" up_t hread="fal se"/>
</ confi g>
</ st ack>

<stack nanme="sequencer" description="Totally ordered nulticast using a sequencer">
<confi g>
/'l config
</ confi g>
</ st ack>

<stack name="tcp" description="Using TCP as transport">
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<confi g>

<TCP start_port="7800" | oopback="true" send_buf_size="100000" recv_buf_size="
<TCPPI NG ti neout ="3000" initial_hosts="I|ocal host[7800]" port_range="3" num.ir
<FD ti meout ="2000" nmax_tries="4"/>

<VERI FY_SUSPECT ti neout ="1500" down_t hread="fal se" up_t hread="fal se"/>
<pbcast . NAKACK gc_| ag="100" retransmt _ti meout="600, 1200, 2400, 4800"/ >
<pbcast. STABLE stability_del ay="1000" desired_avg_gossi p="20000" down_t hr ead-
<VI EW_.SYNC avg_send_i nt erval ="60000" down_t hread="fal se" up_thread="fal se" /:
<pbcast. GVS print_| ocal _addr="true" join_tinmeout="5000" shun="true"/>

</ confi g>
</ st ack>

<stack nane="di scovery" description="Si nple UDP-only stack for discovery">
<confi g>
<UDP ntast_port="7609"
use_i ncom ng_packet _handl er="f al se"
ntast _addr="228. 15. 15. 15"
use_out goi ng_packet _handl er="f al se"
ip_ttl="32"/>
</ confi g>
</ st ack>
</ prot ocol _st acks>

This file defines 4 configurations: fc-fast-minimalthreads, sequencer, tcp and discovery. The first service to call
JChannel Factory.createM ultiplexerChannel () with a stack_name of "tcp" will create the JChannel with the "tcp"
configuration, all subsequent method calls for the same stack_name ("tcp") will smply get a MuxChannel which
has a reference to the same underlying JChannel. When a service closes a MuxChannel, the underlying JChannel
will only be closed when there are no more MuxChannels referring to it.

For more information on Multiplexing refer to JGroups/doc/design/Multiplexer.txt

5.2.1.1. Batching state transfers

Note that this feature is currently not used in JBoss, because JBoss doesn't call al create() methods of all dependent
beans first, and then all start() methods. The call sequence isindeterministic unless all dependent beans are defined
in the same XML file, which is unrealistic. We're looking into using a barrier service to provide the guarantee that
all create() methods are called before all start() methods, possibly in JBoss 5.

When multiple services are sharing a JChannel, and each of the services requires state transfer at a different time,
then we need FLUSH (see ./doc/design/Partial StateTransfer.txt for a description of the problem). FLUSH is also
called the stop-the-world model, and essentially stops everyone in a group from sending messages until the state
has been transferred, and then everyone can resume again.

Note

The 2.3 release of JGroups will not have the FLUSH protocol integrated, so state transfer for the Multi-
plexer might be incorrect. 2.4 will have FLUSH, so that situation will be corrected. The main reason for
putting Multiplexing into 2.3 is that people can start programming against the API, and then use it when
FLUSH isavailable.

When multiple services share one JChannel, then we have to run the FLUSH protocol for every service which re-
quires state, so if we have services A, B, C, D and E running on top of a JChannel J, and B,C and E require state,
then the FLUSH protocol has to be run 3 times, which slows down startup (e.g.) of JBoss.

To remedy this, we can batch state transfers, so that we suspend everyone from sending messages, then fetch the
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statesfor B, C and E at once, and then resume everyone. Thus, the FLUSH protocol has to be run only once.

To do this, a service has to register with the JChannel Factory when creating the MuxChannel, and know that get-
State() will be ano-op until the last registered application has called getState(). Thisworks as follows:

» B, Cand D register for state transfer
¢ B calls MuxChannel.getState(). Nothing happens.
e D cals MuxChannel .getState(). Nothing happens.

¢ E cdls MuxChannel.getState(). Now everyone who registered has called getState() and therefore we transfer
the state for B, C and E (using partial state transfer).

e Atthispoint B, C and D's setState() will be called, so that they can set the state.

The code below (a snipper from MultiplexerTest) shows how services can register for state transfers. In an MBean
(JBoss) environment, the registration could be done in the create() callback, and the actual getState() call in start().

public void testStateTransferWthRegistration() throws Exception {
final String STACK NAME="fc-fast-m ni malthreads";
Channel chl, ch?;

chl=factory.createMltipl exer Channel (STACK NAME, "cl1", true, null); // register for (entire) stat

chl. connect("bla"); // will create a new JChannel

ch2=factory. creat eMil ti pl exer Channel (STACK NAME, "c2", true, null); // register for (entire) stat

ch2. connect("bla"); // will share the JChannel created above (sane STACK NAME)

bool ean rc=chl. getState(null, 5000); // this will *not* trigger the state transfer protocol
rc=ch2.getState(null, 5000); // only *this* will trigger the state transfer

The example above shows that 2 services ("c1" and "c2") share a common JChannel because they use the same
stack_name (STACK_NAME). It aso shows that only the second getState() invocation will actualy transfer the 2
states (for "c1" and "c2").

5.2.2. Service views

When we have multiple service running on the same channel, then some services might get redeployed or stopped
independently from the other services. So we might have a situation where we have services S1, S2 and S3 running
on host H1, but on host H2, only services S2 and S3 are running.

The cluster view is{H1, H2}, but the service views are:

« SL{H1
e S2:{H1,H2)
.+ S3:{H1, H2}

This can aso be seen as ordered by hosts:
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« H1:{Sl, S2, S3}
e H2:{S2 S3}

So here we host H1 running services S1, S2 and S3, whereas H2 is only running S2 and S3. S1 might be in the pro-
cess of being redeployed on H2, or is simply not running.

A service view is essentially a list of nodes of a cluster on which a given service S is currently running. Service
views are always subsets of cluster views. Here's a reason we need service views. consider the example above.
Let's say service S1 on H1 wants to make a cluster-wide method invocation on al instances of S1 running on any
host. Now, Sl is only running on H1, therefore we have to make the invocation only on S1. However, if we took
the cluster view rather than the service view, the invocation would be across H1 and H2, and we'd be waiting for a
response from the (non-existent) service S1 on H2 forever !

So, by default, calling MuxChannel.getView() will return the service view rather than the cluster view. The cluster
view can be retrieved calling MuxChannel.getClusterView().

There are example unit tests in MultiplexerTest and MultiplexerViewTest. The latter tests service views versus
cluster views.

5.3. Transport protocols

A transport protocol refers to the protocol at the bottom of the protocol stack which is responsible for sending and
receiving messages to/from the network. There are a number of transport protocols in JGroups. They are discussed
in the following sections.

A typical protocol stack configuration using UDPis:

<confi g>

<UDP
ncast _addr =" ${j gr oups. udp. ntast _addr: 228. 10. 10. 10} "
ncast _port="${j groups. udp. ntast _port: 45588}"
di scard_i nconpati bl e_packet s="true"
max_bundl e_si ze="60000"
max_bundl e_ti neout =" 30"
ip_ttl="%{jgroups.udp.ip_ttl:2}"
enabl e_bundl i ng="true"
use_concurrent _stack="true"
t hr ead_pool . enabl ed="tr ue"
t hread_pool . m n_t hr eads="1"
t hread_pool . max_t hr eads="25"
t hread_pool . keep_al i ve_ti ne="5000"
t hread_pool . queue_enabl ed="f al se"
t hr ead_pool . queue_max_si ze=" 100"
t hread_pool . rej ection_policy="Run"
oob_t hread_pool . enabl ed="true"
oob_t hread_pool . mi n_t hreads="1"
oob_t hread_pool . max_t hr eads=" 8"
oob_t hread_pool . keep_al i ve_ti ne="5000"
oob_t hread_pool . queue_enabl ed="f al se"
oob_t hread_pool . queue_nmax_si ze="100"
oob_t hread_pool . rej ecti on_policy="Run"/>

<PI NG ti meout =" 2000"

numinitial nmenbers="3"/>
<MERGE2 max_i nt er val =" 30000"
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m n_i nterval ="10000"/ >
<FD_SOCK/ >
<FD ti meout ="10000" max_tries="5" shun="true"/>
<VERI FY_SUSPECT ti neout ="1500" />
<pbcast . NAKACK
use_nctast _xmt="fal se" gc_l ag="0"
retransmt _tineout ="300, 600, 1200, 2400, 4800"
di scard_del i vered_nsgs="true"/>
<UNI CAST ti neout =" 300, 600, 1200, 2400, 3600"/ >
<pbcast. STABLE stability_del ay="1000" desired_avg_gossi p="50000"
max_byt es="400000"/ >
<pbcast. GVS print_| ocal _addr="true" join_tineout="3000"
shun="f al se"
vi ew_bundl i ng="true"/>
<FC max_credits="20000000"
m n_t hr eshol d="0. 10"/ >
<FRA& frag_si ze="60000" />
<pbcast. STATE_TRANSFER />
</ confi g>

In a nutshell the properties of the protocols are:

UDP
Thisis the transport protocol. It uses |P multicasting to send messages to the entire cluster, or individual nodes.
Other transportsinclude TCP, TCP_NIO and TUNNEL.

PING
Uses IP multicast (by default) to find initial members. Once found, the current coordinator can be determined
and a unicast JOIN request will be sent to it in order to join the cluster.

MERGE2
Will merge subgroups back into one group, kicksin after a cluster partition.

FD_SOCK
Failure detection based on sockets (in aring form between members). Generates naotification if amember fails

FD
Failure detection based on heartbeats and are-you-alive messages (in aring form between members). Generates
notification if amember fails

VERIFY_SUSPECT
Double-checks whether a suspected member is really dead, otherwise the suspicion generated from protocol
below is discarded

pbcast. NAKACK
Ensures (a) message reliability and (b) FIFO. Message reliability guarantees that a message will be received. If
not, the receiver(s) will request retransmission. FIFO guarantees that all messages from sender P will be re-
ceived in the order P sent them

UNICAST
Same as NAKACK for unicast messages: messages from sender P will not be lost (retransmission if necessary)
and will bein FIFO order (conceptually the same as TCPin TCP/IP)

pbcast. STABLE
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Deletes messages that have been seen by all members (distributed message garbage collection)

pbcast. GMS
Membership protocol. Responsible for joining/leaving members and installing new views.

FRAG2
Fragments large messages into smaller ones and reassembles them back at the receiver side. For both multicast
and unicast messages

STATE_TRANSFER
Ensures that state is correctly transferred from an existing member (usually the coordinator) to a new member.

5.3.1. UDP

UDP uses IP multicast for sending messages to all members of a group and UDP datagrams for unicast messages
(sent to a single member). When started, it opens a unicast and multicast socket: the unicast socket is used to send/
receive unicast messages, whereas the multicast socket sends/receives multicast messages. The channel's address
will be the address and port number of the unicast socket.

5.3.1.1. Using UDP and plain IP multicasting

A protocol stack with UDP as transport protocol istypically used with groups whaose members run on the same host
or are distributed across a LAN. Before running such a stack a programmer has to ensure that IP multicast is en-
abled across subnets. It is often the case that |P multicast is not enabled across subnets. Refer to section Section 2.8
for running atest program that determines whether members can reach each other via IP multicast. If this does not
work, the protocol stack cannot use UDP with IP multicast as transport. In this case, the stack has to either use
UDP without IP multicasting or other transports such as TCP.

5.3.1.2. Using UDP without IP multicasting

The protocol stack with UDP and PING as the bottom protocols use 1P multicasting by default to send messagesto
all members (UDP) and for discovery of the initial members (PING). However, if multicasting cannot be used, the
UDP and PING protocols can be configured to send multiple unicast messages instead of one multicast message 7
(UDP) and to access a well-known server ( GossipRouter ) for initial membership information (PING).

To configure UDP to use multiple unicast messages to send a group message instead of using IP multicasting, the
i p_ncast property hastobesettofal se .

To configure PING to access a GossipRouter instead of using |P multicast the following properties have to be set:

gossip_host
The name of the host on which GossipRouter is started

gossip_port
The port on which GossipRouter islistening

gossip_refresh
The number of milliseconds to wait until refreshing our address entry with the GossipRouter

7AIthough not as efficient (and using more bandwidth), it is sometimes the only possibility to reach group members.
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Before any members are started the GossipRouter has to be started, e.g.

java org.jgroups. stack. Gossi pRouter -port 5555 -bi ndaddress | ocal host

This starts the GossipRouter on the local host on port 5555. The GossipRouter is essentially a lookup service for
groups and members. It is a process that runs on a well-known host and port and accepts GET(group) and RE-
GISTER(group, member) requests. The REGISTER reguest registers a member's address and group with the Gos-
sipRouter. The GET request retrieves all member addresses given a group name. Each member has to periodically (
gossi p_refresh ) re-register their address with the GossipRouter, otherwise the entry for that member will be re-
moved (accommodating for crashed members).

The following example shows how to disable the use of 1P multicasting and use a GossipRouter instead. Only the
bottom two protocols are shown, the rest of the stack is the same as in the previous example:

<UDP i p_ntast="fal se" ntast_addr="224.0.0. 35" ntast_port="45566" ip_ttl="32"
nctast _send_buf si ze="150000" ntast _recv_buf_size="80000"/>
<PI NG gossi p_host ="l ocal host" gossi p_port="5555" gossi p_refresh="15000"
ti meout ="2000" num.initial nmenbers="3"/>

The property i p_ntast issettofal se in UDP and the gossip propertiesin Pi NG define the GossipRouter to be on the
local host at port 5555 with arefresh rate of 15 seconds. If PING is parameterized with the GossipRouter's address
and port, then gossiping is enabled, otherwise it is disabled. If only one parameter is given, gossiping will be dis-
abled .

Make sure to run the GossipRouter before starting any members, otherwise the members will not find each other
and each member will form its own group .

5.3.2. TCP

TCP is areplacement of UDP as bottom layer in cases where IP Multicast based on UDP is not desired. This may
be the case when operating over aWAN, where routers will discard IP MCAST. Asarule of thumb UDP is used as
transport for LANS, whereas TCP is used for WANS.

The properties for atypical stack based on TCP might look like this (edited/protocols removed for brevity):

<TCP start_port="7800" />
<TCPPI NG ti neout =" 3000"
initial_hosts="${jgroups.tcpping.initial_hosts:|ocal host[7800], | ocal host[7801]}"
port _range="1"
numinitial nmenbers="3"/>
<VERI FY_SUSPECT ti neout ="1500" />
<pbcast . NAKACK
use_nctast_xmt="fal se" gc_l ag="0"
retransmt _ti neout ="300, 600, 1200, 2400, 4800"
di scard_del i vered_nsgs="true"/>
<pbcast. STABLE stability_del ay="1000" desired_avg_gossi p="50000"
max_byt es="400000"/ >
<pbcast. GVS print_I| ocal _addr="true" join_timeout="3000"

8This can actually be used to test the MERGEZ2 protocol: start two members (forming two singleton groups because they don't find each other),
then start the GossipRouter. After some time, the two members will merge into one group
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shun="true"
vi ew_bundl i ng="true"/>

TCP
The transport protocol, uses TCP (from TCP/IP) to send unicast and multicast messages. In the latter case, it
sends multiple unicast messages.

TCPPING
Discoverstheinitial membership to determine coordinator. Join request will then be sent to coordinator.

VERIFY_SUSPECT
Double checks that a suspected member is realy dead

pbcast. NAKACK
Reliable and FIFO message delivery

pbcast. STABLE
Distributed garbage collection of messages seen by all members

pbcast. GMS
Membership services. Takes care of joining and removing new/old members, emits view changes

Since TCP dready offers some of the reliability guarantees that UDP doesn't, some protocols (e.g. FRAG and UNI-
CAST) are not needed on top of TCP.

When using TCP, each message to the group is sent as multiple unicast messages (one to each member). Due to the
fact that |P multicasting cannot be used to discover the initial members, another mechanism has to be used to find
the initial membership. There are a number of alternatives:

» PING with GossipRouter: same solution as described in Section 5.3.1.2 . Thei p_ntast property hasto be set to
fal se . GossipRouter has to be started before the first member is started.

e TCPPING: usesalist of well-known group members that it solicits for initial membership

* TCPGOSSIP: essentially the same as the above PING 9 The only difference is that TCPGOSSIP allows for
multiple GossipRouters instead of only one.

The next two section illustrate the use of TCP with both TCPPING and TCPGOSSIP.

5.3.2.1. Using TCP and TCPPING

A protocol stack using TCP and TCPPING looks like this (other protocols omitted):

<TCP start_port="7800" /> +
<TCPPING i nitial _hosts="Host Al 7800], Host B[ 7800] " port _range="5"
ti meout ="3000" num.initial _ nenbers="3" />

The concept behind TCPPING is that no external daemon such as GossipRouter is needed. Instead some selected
9PING and TCPGOSSIP will be merged in the future.
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group members assume the role of well-known haosts from which initial membership information can be retrieved.
In the example Host A and Host B are designated members that will be used by TCPPING to lookup the initial mem-
bership. The property start _port in TCP means that each member should try to assign port 7800 for itself. If thisis
not possible it will try the next higher port ( 7801 ) and so on, until it finds an unused port.

TCPPI NG Will try to contact both Host A and Host B, starting at port 7800 and ending at port 7800 + port_range , in
the above example ports 7800 - 7804 . Assuming that at least one of Host A Or Host B is up, a response will be re-
ceived. To be absolutely sureto receive aresponse all the hosts on which members of the group will be running can
be added to the configuration string.

5.3.2.2. Using TCP and TCPGOSSIP

As mentioned before TCPGOSSI P is essentially the same as PI NG with properties gossi p_host , gossi p_port and
gossi p_refresh set. However, in TCPGOSSIP these properties are called differently as shown below (only the
bottom two protocols are shown):

<TCP />
<TCPGCSSI P initial_hosts="Ilocal host[5555], | ocal host[5556]" gossip_refresh_rate="1000C
num.initial _nmenbers="3" />

Theinitial _hosts properties combines both the host and port of a GossipRouter, and it is possible to specify
more than one GossipRouter. In the example there are two GossipRouters at ports 5555 and 5556 on the local host.
Also, gossi p_refresh_rate defines how many milliseconds to wait between refreshing the entry with the Gos-
sipRouters.

The advantage of having multiple GossipRouters is that, as long as at least one is running, new members will al-
ways be able to retrieve the initial membership. Note that the GossipRouter should be started before any of the
members.

5.3.3. TUNNEL

5.3.3.1. Using TUNNEL to tunnel a firewall

Firewalls are usually placed at the connection to the internet. They shield local networks from outside attacks by
screening incoming traffic and rejecting connection attempts to host inside the firewalls by outside machines. Most
firewall systems allow hosts inside the firewall to connect to hosts outside it (outgoing traffic), however, incoming
traffic is most often disabled entirely.

Tunnels are host protocols which encapsulate other protocols by multiplexing them at one end and demultiplexing
them at the other end. Any protocol can be tunneled by atunnel protocol.

The most restrictive setups of firewalls usually disable all incoming traffic, and only enable a few selected ports for
outgoing traffic. In the solution below, it is assumed that one TCP port is enabled for outgoing connections to the
GossipRouter.

JGroups has a mechanism that allows a programmer to tunnel a firewall. The solution involves a GossipRouter,
which has to be outside of the firewall, so other members (possibly aso behind firewalls) can accessit.
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The solution works as follows. A channel inside a firewall has to use protocol TUNNEL instead of UDP as bottom-
most layer in the stack, plus either PING or TCPGOSSIP, as shown below (only the bottom two protocols shown):

<TUNNEL router_host="1ocal host" router_port="12001" />
<TCPGCSSI P initial _hosts="Iocal host[12001]" gossi p_refresh_rate="10000"
num.initial _nenbers="3" />

TCPGOSSI P uses the GossipRouter (outside the firewall) at port 12001 to register its address (periodically) and to re-
trieve the initial membership for its group.

TUNNEL establishes a TCP connection to the GossipRouter process (also outside the firewall) that accepts messages
from members and passes them on to other members. This connection isinitiated by the host inside the firewall and
persists as long as the channel is connected to a group. GossipRouter will use the same connection to send incom-
ing messages to the channel that initiated the connection. This is perfectly legal, as TCP connections are fully du-
plex. Note that, if GossipRouter tried to establish its own TCP connection to the channel behind the firewall, it
would fail. But it is okay to reuse the existing TCP connection, established by the channel.

Note that TUNNEL has to be given the hostname and port of the GossipRouter process. This example assumes a Gos-
sipRouter is running on the local host at port 12001. Both TUNNEL and TCPGOSSIP (or PING) access the same
GossipRouter.

Any time a message has to be sent, TUNNEL forwards the message to GossipRouter, which distributes it to its des-
tination: if the message's destination field is null (send to all group members), then GossipRouter looks up the
members that belong to that group and forwards the message to al of them via the TCP connection they established
when connecting to GossipRouter. If the destination is avalid member address, then that member's TCP connection
islooked up, and the message is forwarded to it 10

To tunnel afirewall using JGroups, the following steps have to be taken:

1. Check that a TCP port (e.g. 12001) is enabled in the firewall for outgoing traffic

2. Start the GossipRouter:

start org.jgroups. stack. Gossi pRouter -port 12001

3. Configure the TUNNEL protocol layer asinstructed above.
4. Create achannel

The genera setup isshownin Figure 5.1 .

716 do S0, GossipRouter has to maintain a table between groups, member addresses and TCP connections.
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Figure5.1. Tunneling a firewall

First, the GossipRouter process is created on host B. Note that host B should be outside the firewall, and all chan-
nels in the same group should use the same GossipRouter process. When a channel on host A is created, its TCP-

aossl P protocol will register its address with the GossipRouter and retrieve the initial membership (assume thisis
C). Now, a TCP connection with the GossipRouter is established by A; thiswill persist until A crashes or voluntar-
ily leaves the group. When A multicasts a message to the group, GossipRouter looks up all group members (in this
case, A and C) and forwards the message to all members, using their TCP connections. In the example, A would re-
ceive its own copy of the multicast message it sent, and another copy would be sent to C.

This scheme allows for example Java applets, which are only allowed to connect back to the host from which they
were downloaded, to use JGroups. the HTTP server would be located on host B and the gossip and GossipRouter
daemon would also run on that host. An applet downloaded to either A or C would be allowed to make a TCP con-
nection to B. Also, applications behind afirewall would be able to talk to each other, joining a group.

However, there are several drawbacks: first, the central GossipRouter process constitute a single point of failure (if
host B crashes) 1 , second, having to maintain a TCP connection for the duration of the connection might use up
resources in the host system (e.g. in the GossipRouter), leading to scalability problems, third, this scheme is inap-
propriate when only afew channels are located behind firewalls, and the vast majority can indeed use IP multicast
to communicate, and finally, it is not always possible to enable outgoing traffic on 2 portsin afirewal, e.g. when a
user does not 'own'’ the firewall.

Note

There will be amajor overhaul of GossipRouter/TUNNEL in 2.6, where we'll streamline the connection ta-
ble and possibly introduce new functionality such as connecting to multiple GossipRouters, connecting to
both IP multicasting and TCP based clients etc.

11Although multiple GossipRouters could be started
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5.4. The concurrent stack

The concurrent stack (introduced in 2.5) provides a number of improvements over previous releases, which has
some deficiencies:

e Large number of threads: each protocol had by default 2 threads, one for the up and one for the down queue.
They could be disabled per protocol by setting up_thread or down _thread to false. In the new model, these
threads have been removed.

» Sequential delivery of messages: JGroups used to have a single queue for incoming messages, processed by one
thread. Therefore, messages from different senders were still processed in FIFO order. In 2.5 these messages
can be processed in parallel.

e Out-of-band messages. when an application doesn't care about the ordering properties of a message, the OOB
flag can be set and JGroups will deliver this particular message without regard for any ordering.

5.4.1. Overview

The architecture of the concurrent stack is shown in Figure 5.2. The changes were made entirely inside of the trans-
port protocol (TP, with subclasses UDP, TCP and TCP_NIO). Therefore, to configure the concurrent stack, the user
has to modify the config for (e.g.) UDP in the XML file.
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Figure5.2. The concurrent stack

The concurrent stack consists of 2 thread pools (java.util.concurrent.Executor): the out-of-band (OOB) thread pool
and the regular thread pool. Packets are received by multicast or unicast receiver threads (UDP) or a ConnectionT-
able (TCP, TCP_NIO). Packets marked as OOB (with M essage.setFlag(M essage.OOB)) are dispatched to the OOB
thread pool, and all other packets are dispatched to the regular thread pool.

When athread pool is disabled, then we use the thread of the caller (e.g. multicast or unicast receiver threads or the
ConnectionTable) to send the message up the stack and into the application. Otherwise, the packet will be pro-
cessed by a thread from the thread pool, which sends the message up the stack. When al current threads are busy,
another thread might be created, up to the maximum number of threads defined. Alternatively, the packet might get
queued up until athread becomes available.

The point of using athread pool is that the receiver threads should only receive the packets and forward them to the
thread pools for processing, because unmarshalling and processing is slower than simply receiving the message and
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can benefit from parallelization.

5.4.1.1. Configuration
Note that thisis preliminary and names or properties might change

We are thinking of exposing the thread pools programmatically, meaning that a developer might be able to set both
threads pools programmatically, e.g. using something like TP.setOOBThreadPool (Executor executor).

Here's an example of the new configuration:

<UDP
ncast _addr="228. 10. 10. 10"
ncast _port="45588"

use_concurrent _stack="true"

t hr ead_pool . enabl ed="tr ue"

t hread_pool . mi n_t hreads="1"

t hread_pool . max_t hr eads="100"

t hr ead_pool . keep_al i ve_ti me="20000"
t hread_pool . queue_enabl ed="f al se"

t hr ead_pool . queue_nmax_si ze="10"

t hread_pool . rej ection_policy="Run"

oob_t hread_pool . enabl ed="t rue"

oob_t hread_pool . mi n_t hr eads="1"

oob_t hread_pool . max_t hreads="4"

oob_t hread_pool . keep_al i ve_t i me="30000"
oob_t hread_pool . queue_enabl ed="t r ue"
oob_t hread_pool . queue_nmax_si ze=" 10"
oob_t hread_pool . rej ecti on_policy="Run"/>

The concurrent stack can be completely eliminated by setting use_concurrent_stack to false. (Note that this attrib-
ute might be removed in afuture release).

The attributes for the 2 thread pools are prefixed with thread_pool and oob_thread pool respectively.
The attributes are listed below. The roughly correspond to the options of ajava.util.concurrent. ThreadPool Executor
in JDK 5.

Table5.1. Attributes of thread pools

Name Description
enabled Whether of not to use a thread pool. If set to false, the
caler'sthread is used.
min_threads The minimum number of threads to use.
max_threads The maximum number of threads to use.
keep alive time Number of milliseconds until an idle thread is re-

moved from the pool
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Name Description

gueue_enabled Whether of not to use a (bounded) queue. If enabled,
when al minimum threads are busy, work items are
added to the queue. When the queue is full, additional
threads are created, up to max_threads. When
max_threads have been reached, the rejection policy
is consulted.

max_size The maximum number of elements in the queue. Ig-
nored if the queueis disabled

rejection_policy Determines what happens when the thread pool (and
queue, if enabled) is full. The default is to run on the
caller's thread. "Abort" throws an runtime exception.
"Discard" discards the message, "DiscardOldest” dis-
cards the oldest entry in the queue. Note that these
values might change, for example a "Wait" value
might get added in the future.

thread_naming_pattern Determines how threads are named that are running
from thread pools in concurrent stack. Valid values
include any combination of "pcd" letters, where p in-
cludes a pool name in a compound thread name, c in-
cludes cluster name, s includes sender address, and fi-
nally | includes local address of the channel. By de-
fault, thread names are composed of corresponding
pool name and athread id.

5.4.2. Elimination of up and down threads

By removing the 2 queues/protocol and the associated 2 threads, we effectively reduce the number of threads
needed to handle a message, and thus context switching overhead. We also get clear and unambiguous semantics
for Channel.send(): now, all messages are sent down the stack on the caler's thread and the send() call only returns
once the message has been put on the network. In addition, an exception will only be propagated back to the caller
if the message has not yet been placed in aretransmit buffer. Otherwise, JGroups simply logs the error message but
keeps retransmitting the message. Therefore, if the caller gets an exception, the message should be re-sent.

On the receiving side, a message is handled by a thread pooal, either the regular or OOB thread pool. Both thread
pools can be completely eliminated, so that we can save even more threads and thus further reduce context switch-
ing. The point is that the developer is now able to control the threading behavior ailmost compl etely.

5.4.3. Concurrent message delivery

Up to version 2.5, all messages received were processed by a single thread, even if the messages were sent by dif-
ferent senders. For instance, if sender A sent messages 1,2 and 3, and B sent message 34 and 45, and if A's mes-
sages were al received firgt, then B's messages 34 and 35 could only be processed after messages 1-3 from A were
processed !
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Now, we can process messages from different sendersin paralel, e.g. messages 1, 2 and 3 from A can be processed
by one thread from the thread pool and messages 34 and 35 from B can be processed on a different thread.

Asaresult, we get a speedup of ailmost N for a cluster of N if every node is sending messages and we configure the
thread pool to have at least N threads. There is actually a unit test (ConcurrentStackTest.java) which demonstrates
this.

5.4.4. Out-of-band messages

OOB messages completely ignore any ordering constraints the stack might have. Any message marked as OOB
will be processed by the OOB thread pool. Thisis necessary in cases where we don't want the message processing
to wait until al other messages from the same sender have been processed, e.g. in the heartbeat case: if sender P
sends 5 messages and then a response to a heartbeat request received from some other node, then the time taken to
process P's 5 messages might take longer than the heartbeat timeout, so that P might get falsely suspected !
However, if the heartbeat response is marked as OOB, then it will get processed by the OOB thread pool and there-
fore might be concurrent to its previously sent 5 messages and not trigger a fal se suspicion.

The 2 unit tests UNICAST_OOB_Test and NAKACK_OOB_Test demonstrate how OOB messages influence the
ordering, for both unicast and multicast messages.

5.5. Misc

5.5.1. Shunning

Let's say we have 4 membersin a group: {A,B,C,D}. When a member (say D) is expelled from the group, e.g. be-
cause it didn't respond to are-you-alive messages, and later comes back, then it is shunned. Shunning causes a
member to leave the group and re-join, if this is enabled on the Channel. To enable automatic re-connects, the
AUTO_RECONNECT option has to be set on the Channel:

channel . set Opt (Channel . AUTO_RECONNECT, Bool ean. TRUE) ;

To enable shunning, set FD.shun and GM S.shun to true.

Let'slook at a more detailed example. Say member D is overloaded, and doesn't respond to are-you-alive messages
(done by the failure detection (FD) protocol). It is therefore suspected and excluded. The new view for A, B and C
will be {A,B,C}, however for D the view is still {A,B,C,D}. So when D comes back and sends messages to the
group, or any individiual member, those messages will be discarded, because A,B and C don't see D in their view.
D is shunned when A,B or C receive an are-you-alive message from D, or D shuns itself when it receives a view
which doesn't include D.

So shunning is always a unilateral decision. However, things may be different if all members exclude each other
from the group. For example, say we have a switch connecting A, B, C and D. If someone pulls al plugs on the
switch, or powers the switch down, then A, B, C and D will all form singleton groups, that is, each member thinks
it's the only member in the group. When the switch goes back to normal, then each member will shun everybody
else (areal shunfest :-)). Thisisclearly not desirable, so in this case shunning should be turned off:

<FD ti meout ="2000" nmax_tries="3" shun="false"/> ... <pbcast.GV5 join_tineout="3000"
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5.6. Handling network partitions

Network partitions can be caused by switch, router or network interface crashes, among other things. If we have a
cluster {A,B,C,D,E} spread across 2 subnets { A,B,C} and {D,E} and the switch to which D and E are connected
crashes, then we end up with a network partition, with subclusters{ A,B,C} and {D,E}.

A, B and C can ping each other, but not D or E, and vice versa. We now have 2 coordinators, A and D. Both sub-
clusters operate independently, for example, if we maintain a shared state, subcluster { A,B,C} replicate changes to
A,BandC.

This means, that if during the partition, some clients access { A,B,C}, and others{ D,E}, then we end up with differ-
ent states in both subclusters. When a partition heals, the merge protocol (e.g. MERGEZ2) will notify A and D that
there were 2 subclusters and merge them back into { A,B,C,D,E}, with A being the new coordinator and D ceasing
to be coordinator.

The question is what happens with the 2 diverged substates ?

There are 2 solutions to merging substates: first we can attempt to create a new state from the 2 substates, and
secondly we can shut down al members of the non primary partition, such that they have to re-join and possibly
reacquire the state from a member in the primary partition.

In both cases, the application has to handle aMergeView (subclass of View), as shown in the code below:

public void viewAccepted(View view) {
i f(view instanceof MergeView {
Mer geVi ew t np=( Mer geVi ew) vi ew;
Vect or <Vi ew> subgroups=t np. get Subgr oups();
/1 merge state or determine primary partition
/1 run this in a separate thread !

It is essential that the merge view handling code run on a separate thread if it needs more than a few milliseconds,
or elseit would block the calling thread.

The MergeView contains a list of views, each view represents a subgroups and has the list of members which

formed this group.

5.6.1. Merging substates

The application has to merge the substates from the various subgroups ({A,B,C} and { D,E}) back into one single
state for {A,B,C,D,E}. This task has to be done by the application because JGroups knows nothing about the ap-
plication state, other than it is a byte buffer.

If the in-memory state is backed by a database, then the solution is easy: simply discard the in-memory state and
fetch it (eagerly or lazily) from the DB again. This of course assumes that the members of the 2 subgroups were
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able to write their changes to the DB. However, this is often not the case, as connectivity to the DB might have
been severed by the network partition.

Another solution could involve tagging the state with time stamps. On merging, we could compare the time stamps
for the substates and |et the substate with the more recent time stamps win.

Y et another solution could increase a counter for a state each time the state has been modified. The state with the
highest counter wins.

Again, the merging of state can only be done by the application. Whatever algorithm is picked to merge state, it has
to be deterministic.

5.6.2. The primary partition approach

The primary partition approach is simple: on merging, one subgroup is designated as the primary partition and all
others as non-primary partitions. The members in the primary partition don't do anything, whereas the membersin
the non-primary partitions need to drop their state and re-initialize their state from fresh state obtained from a mem-
ber of the primary partition.

The code to find the primary partition needs to be deterministic, so that all members pick the same primary parti-
tion. This could be for example the first view in the MergeView, or we could sort all members of the new
MergeView and pick the subgroup which contained the new coordinator (the one from the consolidated
MergeView). Another possible solution could be to pick the largest subgroup, and, if there is a tie, sort the tied
views lexicographically (all Addresses have a compareTo() method) and pick the subgroup with the lowest ranked
member.

Here's code which picks as primary partition the first view in the MergeView, then re-acquires the state from the
new coordinator of the combined view:

public static void main(String[] args) throws Exception {
final JChannel ch=new JChannel ("/hone/ bel a/ udp. xm ");
ch. set Recei ver (new Ext endedRecei ver Adapter () {
public void viewAccept ed(Vi ew new_vi ew) {
handl eVi ew( ch, new_vi ew);
}
1)

ch. connect ("x");
whi | e(ch. i sConnected())
Util.sleep(5000);

}

private static void handl eVi ewm( JChannel ch, View new view) ({
i f(new_vi ew i nstanceof MergeView) {
Vi ewHandl er handl er =new Vi ewHandl er (ch, (MergeVi ew) new_vi ew) ;
handl er.start(); // requires separate thread as we don't want to bl ock JG oups

}

}

private static class ViewHandl er extends Thread {
JChannel ch;

Mer geVi ew Vi ew,

private ViewHandl er (JChannel ch, MergeView view) {
t hi s. ch=ch;
this. vi ew=vi ew,
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public void run() {
Vect or <Vi ew> subgr oups=vi ew. get Subgr oups();
Vi ew t np_vi ew=subgroups. firstEl ement(); // picks the first
Addr ess | ocal _addr =ch. get Local Addr ess() ;
i f(!tnmp_view get Menbers().contains(local _addr)) {
Systemout.println("l (" + local _addr + ") am not nenber of the new primary f
"), will re-acquire the state");

try {
ch.get State(null, 30000);

cat ch( Exception ex) ({
}
}

el se {
Systemout.println("l (" + local_addr + ") am nmenber of the new primary parti
"), will do nothing");

The handleView() method is called from viewA ccepted(), which is called whenever there is a new view. It spawns
a new thread which gets the subgroups from the MergeView, and picks the first subgroup to be the primary parti-
tion. Then, if it was a member of the primary partition, it does nothing, and if not, it reagcuires the state from the
coordinator of the primary partition (A).

The downside to the primary partition approach is that work (= state changes) on the non-primary partition is dis-
carded on merging. However, that's only problematic if the data was purely in-memory data, and not backed by
persistent storage. If the latter's the case, use state merging discussed above.

It would be simpler to shut down the non-primary partition as soon as the network partition is detected, but that a
non trivial problem, as we don't know whether { D,E} simply crashed, or whether they're till aive, but were parti-
tioned away by the crash of a switch. Thisis called a split brain syndrome, and means that none of the members
has enough information to determine whether it is in the primary or non-primary partition, by ssimply exchanging

Messages.

5.6.3. The Split Brain syndrome and primary partitions

In certain situations, we can avoid having multiple subgroups where every subgroup is able to make progress, and
on merging having to discard state of the non-primary partitions.

If we have a fixed membership, e.g. the cluster always consists of 5 nodes, then we can run code on a view recep-
tion that determines the primary partition. This code

» assumesthat the primary partition has to have at least 3 nodes

» any cluster which has less than 3 nodes doesn't accept modfications. This could be done for shared state for ex-
ample, by smply making the {D,E} partition read-only. Clients can access the { D,E} partition and read state,
but not modify it.

+ Asan dternative, clusters without at least 3 members could shut down, so in this case D and E would leave the
cluster.
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The agorithm is shown in pseudo code below:

On initialization:
- Mark the node as read-only

On vi ew change V:
- If V has >= N nenbers:
- If not read-wite: get state from coordinator and switch to read-wite
- Else: switch to read-only

Of course, the above mechanism requires that at least 3 nodes are up at any given time, so upgrades have to be
done in a staggered way, taking only one node down at atime. In the worst case, however, this mechanism leaves
the cluster read-only and notifies a system admin, who can fix the issue. This is still better than shutting the entire
cluster down.

5.7. Flushing: making sure every node in the cluster received a

message

When sending messages, the properties of the default stacks (udp.xml, tcp.xml) are that all messages are delivered
reliably to al (non-crashed) members. However, there are no guarantees with respect to the view in which a mes-
sage will get delivered. For example, when a member A with view V1={A,B,C} multicasts message M1 to the
group and D joins at about the same time, then D may or may not receive M1, and there is no guarantee that A, B
and C receive M1inV1or V2={A,B,C,D}.

To change this, we can turn on virtual synchrony (by adding FLUSH to the top of the stack), which guarantees that

* A message M sent in V1 will be delivered in V1. So, in the example above, M1 would get delivered in view
V1; by A, B and C, but not by D.

* The set of messages seen by membersin V1 is the same for al members before a new view V2 is installed.
This is important, as it ensures that all members in a given view see the same messages. For example, in a
group {A,B,C}, C sends 5 messages. A receives all 5 messages, but B doesn't. Now C crashes before it can re-
transmit the messages to B. FLUSH will now ensure, that before installing V2={ A,B} (excluding C), B getsC's
5 messages. This is done through the flush protocol, which has al members reconcile their messages before a
new view isinstalled. In this case, A will send C's 5 messagesto B.

Sometimes it is important to know that every node in the cluster received all messages up to a certain point, even if
there is no new view being installed. To do this (initiate a manual flush), an application programmer can call Chan-
nel.startFlush() to start a flush and Channel.stopFlush() to terminate it.

Channel .startFlush() flushes all pending messages out of the system. This stops al senders (calling Channel.down()
during a flush will block until the flush has compl eted)lz. When startFlush() returns, the caller knows that (a) no
messages will get sent anymore until stopFlush() is called and (b) all members have received all messages sent be-
fore startFlush() was called.

Channel.stopFlush() terminates the flush protocol, no blocked senders can resume sending messages.

Note that the FLUSH protocol has to be present on top of the stack, or else the flush will fail.
2Note that bl ock() will be called in a Receiver when the flush is about to start and unblock() will be called when it ends

JBoss $Revision: 1.9$ 62



List of Protocols

This section iswork in progress; we strive to update the documentation as we make changes to the code.

The most important properties are described on the wiki [1]. The idea is that users take one of the predefined con-
figurations (shipped with JGroups) and make only minor changes to it.

For each protocol define:

» Properties provided
* Required services
* Provided services

* Behavior

6.1. Transport

6.1.1. UDP

6.1.2. TCP

6.1.3. TCP_NIO

6.1.4. TUNNEL

6.1.5. JIMS

6.1.6. LOOPBACK

[1] http://www.jboss.org/wiki/Wiki.jsp?page=JGroups
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6.2. Initial membership discovery

6.2.1. PING

6.2.2. TCPPING

6.2.3. TCPGOSSIP

6.2.4. MPING

6.3. Merging after a network partition

6.3.1. MERGE2, MERGE3, MERGEFAST

6.4. Failure Detection

The task of failure detection isto probe members of a group and see whether they are alive. When a member is sus-
pected (= deemed dead), then a SUSPECT message is sent to al nodes of the cluster. It is not the task of the failure
detection layer to exclude a crashed member (this is done by the group membership protocol, GMS), but simply to
notify everyone that a node in the cluster is suspected of having crashed.

6.4.1. FD

Failure detection based on heartbeat messages. If reply is not received without timeout ms, max_tries times, a
member is declared suspected, and will be excluded by GMS

Each member send a message containing a"FD" - HEARTBEAT header to its neighbor to the right (identified by
the ping_dest address). The heartbeats are sent by the inner class Monitor. When the neighbor receives the
HEARTBEAT, it replies with a message containing a "FD" - HEARTBEAT_ACK header. The first member
watches for "FD" - HEARTBEAT_ACK replies from its neigbor. For each received reply, it resets the last_ack
timestamp (sets it to current time) and num_tries counter (setsit to 0). The same Monitor instance that sends heart-
beats whatches the difference between current time and last_ack. If this difference grows over timeout, the Monitor
cycles several more times (until max_tries) is reached) and then sends a SUSPECT message for the neighbor's ad-
dress. The SUSPECT message is sent down the stack, is addressed to all members, and is as a regular message with
aFdHeader. SUSPECT header.

Table6.1. Properties
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Name Description
timeout Max number of ms to wait for a response, eg
timeout="2500"
max_tries Max number of missed responses until a member is

declare suspected., e.g. max_tri es="5"

shun Once a member is excluded from the group, and then
rejoins (e.g. because it didn't crash, but was just slow,
or arouter that had crashed came back), it will be ex-
cluded (shunned) and then has to rejoin. JGroups al-
lows to configure itself such that shunning leads to
automatic rejoins and state transfer (default in JBoss),
€.0. shun="true".

Automatic rejoins can be enabled by setting channel
option AUTO_RECONNECT to true:

channel . set Opt ( Channe

Same for automatically fetching the state after auto-
matic reconnection:

channel . set Opt ( Channel . AU

6.4.2. FD_ALL

Failure detection based on simple heartbeat protocol. Every member periodically multicasts a heartbeat. Every
member also maintains atable of all members (minus itself). When data or a heartbeat from P are received, we re-
set the timestamp for P to the current time. Periodically, we check for expired members, and suspect those.

Example: <FD_ALL interval="3000" timeout="10000"/>

In the exampe above, we send a heartbeat every 3 seconds and suspect members if we haven't received a heartbeat
(or traffic) for more than 10 seconds. Note that since we check the timestamps every 'interval’ milliseconds, we will
suspect a member after roughly 4 * 3s == 12 seconds. If we set the timeout to 8500, then we would suspect a mem-
ber after 3 * 3 secs == 9 seconds.

Table 6.2. Properties

Name Description
timeout Max number of milliseconds until a member is sus-
pected
interva Interval (in milliseconds) to multicast heartbeat mes-
sages to the cluster
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Name Description

msg_counts_as_heartbeat If this is true, we treat traffic from P as if P sent a
heartbeat, ie. we set the timestamp for P to the current
time. Default istrue

shun Once a member is excluded from the group, and then
rejoins (e.g. because it didn't crash, but was just slow,
or arouter that had crashed came back), it will be ex-
cluded (shunned) and then has to rejoin. JGroups al-
lows to configure itself such that shunning leads to
automatic rejoins and state transfer (default in JBoss).
, €0. shun="true"

6.4.3. FD_SIMPLE

6.4.4. FD_PING

FD_PING uses a script or command that is run with 1 argument (the host to be pinged) and needs to return 0
(success) or 1 (failure). The default command is /sbin/ping (ping.exe on Windows), but this is user configurable
and can be replaced with any user-provided script or executable.

Table 6.3. Properties

Name Description

cmd The command to be executed, e.g. "/sbin/ping" (or
"ping" if found on path)

verbose Whether or not to show the output of the command.
Valid: "true" or "false”

6.4.5. FD_ICMP

Uses InetAddress.isReachable() to determine whether a host is up or not. Note that thisis only available in JDK 5,
so reflection is used to determine whether InetAddress provides such a method. If not, an exception will be thrown
at protocol initialization time.

The problem with InetAddress.isReachable() is that it may or may not use ICMP in its implementation ! For ex-
ample, an implementation might try to establish a TCP connection to port 9 (echo service), and - if the echo service
is not running - the host would be suspected, although a rea ICMP packet would not have suspected the host !
Please check your JDK/OS combo before running this protocol.

Table 6.4. Properties

Name Description

bind_addr The network interface to be used for sending ICMP
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Name Description

packets, e.g. bi nd_addr="192. 16. 8. 0. 2"

6.4.6. FD_SOCK

Failure detection protocol based on a ring of TCP sockets created between group members. Each member in a
group connects to its neighbor (last member connects to first) thus forming aring. Member B is suspected when its
neighbor A detects abnormally closed TCP socket (presumably due to a node B crash). However, if a member B is
about to leave gracefully, it letsits neighbor A know, so that it does not become suspected.

If you are using a multi NIC machine note that JGroups versions prior to 2.2.8 have FD_SOCK implementation
that does not assume this possibility. Therefore VM can possibly select NIC unreachable to its neighbor and setup
FD_SOCK server socket on it. Neighbor would be unable to connect to that server socket thus resulting in immedi-
ate suspecting of a member. Suspected member is kicked out of the group, tries to rejoin, and thus goes into join/
leave loop. JGroups version 2.2.8 introduces srv_sock bind_addr property so you can specify network interface
where FD_SOCK TCP server socket should be bound. This network interface is most likely the same interface
used for other JGroups traffic. JGroups versions 2.2.9 and newer consult bind.address system property or you can
specify network interface directly as FD_SOCK bind_addr property.

Table 6.5. Properties

Name Description

bind_addr The network interface to be used for sending ICMP
packets, e.g. bi nd_addr="192. 16. 8. 0. 2"

6.4.7. VERIFY_SUSPECT

6.5. Reliable message transmission

6.5.1. pbcast.NAKACK

NAKACK provides reliable delivery and FIFO (= First In First Out) properties for messages sent to all nodesin a
cluster.

Reliable delivery means that no message sent by a sender will ever be lost, as all messages are numbered with se-
quence numbers (by sender) and retransmission requests are sent to the sender of a meﬁsage13 if that sequence
number is not received.

FIFO order means that all messages from a given sender are received in exactly the order in which they were sent.

13 Note that NAKACK can also be configured to send retransmission requests for M to anyone in the cluster, rather than only to the sender of
M.
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Table 6.6. Properties

Name

retransmit_timeout

exponentia_backoff

use stats for_retransmission

Description

A commaseparated list of milliseconds, e.g.
100,200,400,800,1600. We ask for retransmission of
a given message 100ms after it wasn't received, then
200ms, and so on, until we're at 1600ms. From then
on, we will send retransmit requests for that message
every 100ms, until the message is received, or the ori-
ginal sender crashed.

Example: retransmit_timeout="300,600,1200,2400"

Value in milliseconds. If greater than 0, exponential
backoff for retransmission is enabled. The vaue is
then the initia value, and we'll double it every time
we ask for retransmission, until a max value of
15000ms.

If the value is greater than 0, exponential backoff is
enabled and retransmit_timeout will be ignored.

Note that this property is experimental, and may be
removed at any time.

Example: exponential _backoff="30"

Boolean. If true, we ignore both retransmit_timeout
and exponential _backoff, and use statistics that we
collect during retransmission to compute the ideal re-
transmission times, based on actua retransmission
times.

Note that this property is experimental, and may be
removed at any time.

Example: use_stats for_retransmission="true"

use_mcast_xmit

When we get a retransmission request from P for a
message M, then we send the retransmitted M to P.
However, assuming that many nodes lost M, we
might as well send M to the entire cluster, so that we
can satisfy many retransmit requests at the same time.

Setting this option to true only makes sense for an IP
multicast capable transport (e.g. UDP), where we
send the retransmitted message one time. Otherwise,
e.g. if we use TCP, we send the message N-1 times,
one time for each node.
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Name

use_mcast_xmit_req

xmit_from_random_member

discard_delivered_msgs

max_xmit_buf_size

Description

Example: use_ntast _xnit="true"

Similar to use_mcast_xmit, but for requests. if en-
abled, we'll send a retransmit reuest via a multicast.

Note

Setting this option to true only makes sense
for an IP multicast capable transport (e.g.
UDP), where we send the retransmit requests
one time. Otherwise, e.g. if we use TCP, we
send the message N-1 times, one time for
each node!

Example: use_ntast _xnit_req="true"

Instead of sending all retransmit requests to the ori-
ginal sender of a message, we could also pick a ran-
dom member of the cluster.  Setting
xmit_from_random_member="true" does this. The
advantage is that the retransmission load is distrib-
uted more equally across the cluster. The down sideis
that a random member may or may not yet have re-
ceived a given message, so it may not be able to satis-
fy the retransmission request. In this case, it may take
afew retransmission requests to different membersin
the cluster to finally get the requested message.

Note that di scard_del i vered_msgs must be set to
falseif this option is enabled.

Example: xnit _f rom random nenber ="t r ue"

If set to true, messages received from other members
are not buffered until stability purges them, but in-
stead discarded immediately. This means that retrans-
mission requests can only be satisfied by the original
sender (and xmit_from random member won't
work). However, since we don't have to wait for sta-
bility to kick in and purge messages seen by every-
one, we conserve memory.

Example: di scard_del i vered_nsgs="true"

Number of entries to keep in the retransmission
tables. Since messages are buffered in the retransmis-
sion tables, we have to wait for a given message M to
be delivered until all messages preceeding M have
been delivered as well. Using max_xmit_buf_size
makes the retransmission tables bounded, and older
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6.5.2. SMACK

6.5.3. UNICAST

Name Description

messages will get discarded if they haven't been re-
ceived when max_xmit_buf_size elements are ex-
ceeded.

Note that setting this property to true will cause mes-
sage loss in the case where a message is lost and not

retransmitted because the retransmission buffer is full
!

6.6. Fragmentation

6.6.1. FRAG and FRAG2

6.7. Ordering (FIFO covered by NAKACK)

6.7.1. Total Order (SEQUENCER)

6.8. Group Membership

Group membership takes care of joining new members, handling leave regquests by existing members, and handling
SUSPECT messages for crashed members, as emitted by failure detection protocols. The algorithm for joining a
new member is essentially:

- | oop

- find initial nenbers (discovery)

- if no responses:

- become singleton group and break out of the | oop
- el se:

- determ ne the coordinator (ol dest nenber) fromthe responses
- send JO N request to coordi nator

- wait for JON response

- if JON response received:

- install view and break out of the |oop

- else

- sleep for 5 seconds and continue the | oop

JBoss $Revision: 1.9$

70



List of Protocols

6.8.1. pbcast.GMS

Table 6.7. Properties

Name

join_timeout

join_retry_timeou

leave timeout
shun
merge_leader

print_local _addr

Description

Number of milliseconds to wait for a JOIN response
from the coordinator, until we send a new JOIN re-
quest. Default=5000

Number of msto wait before sending a new JOIN re-
quest

Number of ms to wait until a LEAVE response has
been received from the coordinator. Once this time
has elapsed, we |leave anyway.

Whether or not to print to stdout the local address of a
newly started member. Default is "true". Example:

merge_timeout

digest_timeout

view_ack_collection_timeout

resume_task_timeout
disable initia_coord

handle_concurrent_startup

num_prev_mbrs
use flush

flush_timeout

reject_join_from_existing_member

Default: "true". Handles concurrent starting of N ini-
tial members. Setting it to false is only used for unit
tests, where the correctness of the subsequent merge
istested, we don't recommend setting it to false.

If we receive a JOIN request from P and P is aready
in the current membership, then we send back a JOIN
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Name

view_bundling

Description

response with an error message when this property is
set to true (Channel.connect() will fail). Otherwise,
we return the current view

Whether to enable view bundling (default is true).
View bundling means that multiple view-affecting re-
guests to GNS, such as JOIN, LEAVE or SUSPECT,
are bundled for a number of milliseconds in order to
avoid having to generate one view per request.

This is especially interesting if we have many mem-
bersjoining or leaving a group at the same time.

max_bundling_time

6.8.1.1. Disabling the initial coordinator

Max number of milliseconds to wait for subsequent
JOIN/LEAVE/SUSPECT requests (default is 50).
Therefore, when 5 JOIN or LEAVE requests are re-
ceived within 50ms, only 1 view will be generated

Consider the following situation: a new member wants to join agroup. The prodedureto do sois:

e Multicast an (unreliable) discovery request (ping)

» Wait for n responses or m milliseconds (whichever isfirst)

» Every member responds with the address of the coordinator

e If theinitial responses are > 0: determine the coordinator and start the JOIN protocolg

e If theinitia response are 0: become coordinator, assuming that no one else is out there

However, the problem is that the initial mcast discovery request might get lost, e.g. when multiple members start at
the same time, the outgoing network buffer might overflow, and the mcast packet might get dropped. Nobody re-
ceives it and thus the sender will not receive any responses, resulting in an initial membership of 0. This could res-
ult in multiple coordinators, and multiple subgroups forming. How can we overcome this problem ? There are 3

solutions:

1. Increase the timeout, or number of responses received. Thiswill only help if the reason of the empty member-

ship was aslow host. If the mcast packet was dropped, this solution won't help

2. Add the MERGE(2) protocol. This doesn't actually prevent multiple initial cordinators, but rectifies the prob-
lem by merging different subgroups back into one. Note that this involves state merging which needs to be

done by the application.

3. (new) Prevent members from becoming coordinator on initial startup. This solution is applicable when we
know which member is going to be the initial coordinator of a fresh group. We don't care about afterwards,
then coordinatorship can migrate to another member. In this case, we configure the member that is always
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supposed to be started first with disable initia_coord=false (the default) and al other members with dis-
able initial_coord=true.This works as described below.

When the initial membership is received, and is null, and the property disable_initial_coord is true, then we just
continue in the loop and retry receving the initial membership (until it is non-null). If the property is false, we are
allowed to become coordinator, and will do so. Note that - if a member is started as first member of a group - but
its property is set to true, then it will loop until another member whose disable initial_coord property is set to false,
is started.

6.9. Security

6.9.1. ENCRYPT

6.9.2. AUTH

6.10. State Transfer

6.10.1. pbcast.STATE_TRANSFER

6.10.2. pbcast. STREAMING_STATE_TRANSFER

6.10.2.1. Overview

In order to transfer application state to a joining member of a group pbcast. STATE TRANSFER hasto load entire
state into memory and send it to a joining member. Mgjor limitation of this approach is that the state transfer that is
very large (>1Gb) would likely result in OutOfMemoryException. In order to aleviate this problem a new state
transfer methodology, based on a streaming state transfer, was introduced in JGroups 2.4

Streaming state transfer supports both partial and full state transfer.

Streaming state transfer provides an InputStream to a state reader and an OutputStream to a state writer. Output-
Stream and InputStream abstractions enable state transfer in byte chunks thus resulting in smaller memory require-
ments. For example, if application state consists a huge DOM tree, whose aggregate size is 2GB (and which has
partly been passivated to disk), then the state provider (ie. the coordinator) can simply iterate over the DOM tree
(activating the parts which have been passivated out to disk), and write to the OutputStream as it traverses the tree.
The state receiver will simply read from the InputStream and reconstruct the tree on its side, possibly again passiv-
ating parts to disk.

Rather than having to provide a 2GB byte[] buffer, streaming state transfer transfers the state in chunks of N bytes
where N isuser configurable.

6.10.2.2. API
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Streaming state transfer, just as regular byte based state transfer, can be used in both pull and push mode. Similarly
to the current getState and setState methods of org.jgroups.Messagelistener, application interested in streaming
state transfer in a push mode would implement streaming getState method(s) by sending/writing state through a
provided OutputStream reference and setState method(s) by receiving/reading state through a provided Input-
Stream reference. In order to use streaming state transfer in a push mode, existing ExtendedM essageListener has
been expanded to include additional four methods:

public interface ExtendedMessageli st ener

{

/ *non-stream ng cal | back methods ommitted for clarity*/

/**

* Allows an application to wite a state through a provi ded Qut put Stream
* An application is obligated to always cl ose the given QutputStreamreference.

*

* @aram ostream the Qutput Stream

* @ee Qutput Strean¥cl ose()

*/

public void get State(QutputStream ostream;

/**

Allows an application to wite a partial state through a provi ded Qutput Stream
An application is obligated to always close the given QutputStreamreference.

*

*

*

* @aramstate_id id of the partial state requested
* @aram ostream the Qutput Stream
*
*
*

@ee Qut put St ream#cl ose()
/
public void getState(String state_id, QutputStream ostream;

/**

* Allows an application to read a state through a provi ded | nputStream

* An application is obligated to always cl ose the given InputStream reference.
*

* @aramistreamthe | nputStream

* @ee | nput Streamcl ose()

*/

public void setState(lnputStreamistream;

/**

* Allows an application to read a partial state through a provided | nputStream
* An application is obligated to al ways cl ose the given | nputStreamreference.

@aram state_id id of the partial state requested
@aram i streamthe | nputStream

L A

@ee | nput St reamcl ose()
/
public void setState(String state_id, InputStreamistrean;

}

For a pull mode (when application uses channel.receive() to fetch events) two new event classes will be introduced:
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e StreamingGetStateEvent

e StreamingSetStateEvent
These two events/classes are very similar to existing GetStateEvent and SetStateEvent but introduce a new field;
StreamingGetStateEvent has an OutputStream and StreamingSetStateEvent has an InputStream.

The following code snippet demonstrates how to pull events from a channel, processing StreamingGetStateEvent
and sending hypothetical state through a provided OutputStream reference. Handling of StreamingSetStateEvent is
analogous to this example:

Cbj ect obj =channel . recei ve(0);

i f(obj instanceof Stream ngGet StateEvent) ({
St ream ngCet St at eEvent evt =( St ream ngCet St at eEvent ) obj ;
Qut put Stream oos = nul | ;

try {

00s = new Cbj ect Qut put Strean(evt.getArg());
00s. WwiteObject(state);

oos. flush();

} catch (Exception e) {}

finally{

try {

oos. cl ose();

} catch (1 OException e) {
Systemerr.println(e);

}

}

}

AP that initiates state transfer on a JChannel level has the following methods:

publ i c bool ean get St at e( Address target,long timeout)throws

Channel Not Connect edExcept i on, Channel Cl osedExcepti on;

publ i c bool ean get State(Address target, String state_id,|long tineout)throws

Channel Not Connect edExcepti on, Channel Cl osedExcepti on;

Introduction of STREAMING_STATE_TRANSFER does not change the current API.

6.10.2.3. Configuration

State transfer type choice is static, implicit and mutually exclusive. JChannel cannot use both STREAM-
ING_STATE_TRANSFER and STATE_TRANSFER in one JChannel configuration.

STREAMING_STATE_TRANSFER allows the following confguration parameters:

Table 6.8. Properties

Name Description

bind_addr

start_port

The network interface to be used for receiving of state
requests, e.g. bi nd_addr ="192. 16. 8. 0. 2"

Port on the bind_addr network interface to be used for
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Name Description
receiving of state requests, e.q. st art _port =" 4444"

max_pool Maximum number of threads in the pool providing
state requests, default=5, e.g. max_pool =" 10"

pool_thread keep alive Pool thread keep alive in msec, default=30000, e.g.
pool _t hread_keep_al i ve="60000"

use reading_thread Use separate thread for reading state, default=false,

€.0. use_readi ng_t hread="true"

socket buffer_size Chunk size used for state transfer, default=8192 e.g.
socket _buffer_size="32768"

6.10.2.4. Other considerations

Threading model used for state writing in a member providing state and state reading in a member receiving a state
is tunable. For state provider thread pool is used to spawn threads providing state. Thus member providing state, in
a push mode, will be able to concurrently serve N state requests where N is max_threads configuration parameter
of the thread pool. If there are no further state transfer requests pool threads will be automatically reaped after con-
figurable "pool_thread keep alive" timeout expires. For a channel operating in the push mode state reader channel
can read state by piggybacking on jgroups protocol stack thread or optionally use a separate thread. State reader
should use a separate thread if state reading is expensive (eg. large state, serialization) thus potentially affecting
liveness of jgroups protocol thread. Since most state transfers are very short (<2-3 sec) by default we do not use a
separate thread.

6.11. Flow control

Flow control takes care of adjusting the rate of a message sender to the rate of the slowest receiver over time. If a
sender continuously sends messages at a rate that is faster than the receiver(s), the receivers will either queue up
messages, or the messages will get discarded by the receiver(s), triggering costly retransmissions. In addition, there
is spurious traffic on the cluster, causing even more retransmissions.

Flow control throttles the sender so the receivers are not overrun with messages.

6.11.1. FC

FC uses a credit based system, where each sender has max_cr edi t s credits and decrements them whenever a mes-
sage is sent. The sender blocks when the credits fall below 0, and only resumes sending messages when it receives
a replenishment message from the receivers.

The receivers maintain a table of credits for all senders and decrement the given sender's credits as well, when a
message is received.

When a sender's credits drops below athreshold, the receiver will send a repleni shment message to the sender. The
threshold is defined by mi n_byt es or mi n_t hreshol d.
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Table 6.9. Properties

Name Description
max_credits Max number of bytes the sender is allowed to send
before blocking until replenishments from the receiv-
ers are received
min_credits Min credits in bytes. If the available credits for a

sender drop below this value, a receiver will send a
replenishment message to the sender

min_threshold Same as min_credits, but expressed as a percentage of
max_credits, e.g. 0. 1 (10% of max_credits)

max_block_time The maximum time in milliseconds a sender can be
blocked. After this time has elapsed, and no replen-
ishment has been received, the sender replenishes it-
self and continues sending. Set it to O to prevent this

6.11.2. SFC

A simplified version of FC. FC can actually still overrun receivers when the transport's latency is very small. SFC
isasimple flow control protocol for group (= multipoint) messages.

Every sender has max_credits bytes for sending multicast messages to the group.

Every multicast message (we don't consider unicast messages) decrements max_credits by its size. When
max_credits falls below 0, the sender asks all receivers for new credits and blocks until *al* credits have been re-
ceived from all members.

When the receiver receives a credit request, it checks whether it has received max_credits bytes from the requester
since the last credit request. If yes, it sends new credits to the requester and resets the max_credits for the requester.
Else, it takes a note of the credit request from P and - when max_credits bytes have finally been received from P - it
sends the credits to P and resets max_credits for P.

The maximum amount of memory for received messages is therefore <number of senders> * max_credits.

The relationship with STABLE is as follows. when a member Q is slow, it will prevent STABLE from collecting
messages above the ones seen by Q (everybody el se has seen more messages). However, because Q will *not* send
credits back to the senders until it has processed all messages worth max_credits bytes, the senders will block. This
in turn allows STABLE to progress and eventually garbage collect most messages from all senders. Therefore, SFC
and STABLE complement each other, with SFC blocking senders so that STABLE can catch up.

Table 6.10. Properties

Name Description

max_credits Max number of bytes the sender is allowed to send
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Name Description

before blocking until replenishments from the receiv-
ersarereceived

6.12. Message stability

To serve potential retransmission requests, a member has to store received messages until it is known that every
member in the cluster has received them. Message stability for a given message M means that M has been seen by
everyone in the cluster.

The stability protocol periodically (or when a certain number of bytes have been received) initiates a consensus
protocol, which multicasts a stable message containing the highest message numbers for a given member. Thisis
called adigest.

When everyone has received everybody else's stable messages, a digest is computed which consists of the minim-
um sequence numbers of all received digests so far. Thisis the stability vector, and contain only message sequence
numbers that have been seen by everyone.

This stability vector is the broadcast to the group and everyone can remove messages from their retransmission
tables whose sequence numbers are smaller than the ones received in the stability vector. These messages can then
be garbage collected.

6.12.1. STABLE

Table 6.11. Properties

Name Description

desired_avg_gossip Interval in milliseconds at which a stable message is
broadcast to the cluster. Thisis randomized to prevent
all members from sending the message at the same
time. If setto O, it is disabled.

max_bytes Maximum number of bytes received after which a
stable message is broadcast to the cluster. A high
number means fewer stability rounds which purge
more messages. A smaller value means a higher fre-
guency of stability rounds which purge fewer mes-
sages. This is similar to garbage collection in the
VM.

stability_delay When sending a stability message, we wait a random-
ized time between 1 and stability delay milliseconds
before sending it. If, when about to send the message,
a stability message is received, we cancel our own
message. This is to prevent everyone from sending
the message at the sametime.
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6.13. Diagnostics

6.13.1. PERF

6.13.2. SIZE

6.13.3. TRACE

6.13.4. PRINTOBJS

6.14. Misc

6.14.1. COMPRESS

6.14.2. pbcast.FLUSH

Flushing forces group members to send al their pending messages prior to a certain event. The process of flushing
acquiesces the cluster so that state transfer or a join can be done. It is also called the stop-the-world model as
nobody will be able to send messages while aflush isin process. Flush is used:

* State transfer

When a member requests state transfer it tells everyone to stop sending messages and waits for everyone's ack.
Then it asks the application for its state and ships it back to the requester. After the requester has received and
set the state successfully, the requester tells everyone to resume sending messages.

« View changes (e.g.ajoin). Before installing a new view V2, flushing would ensure that all messages *sent* in
the current view V1 are indeed *delivered* in V1, rather than in V2 (in all non-faulty members). Thisis essen-
tially Virtual Synchrony.

FLUSH is designed as another protocol positioned just below the channel, e.g. above STATE TRANSFER and
FC. STATE_TRANSFER and GMS protocol request flush by sending a SUSPEND event up the stack, where it is
handled by the FLUSH protcol. The SUSPEND_OK ack sent back by the FLUSH protocol let's the caller know
that the flush has completed. When done (e.g. view was installed or state transferred), the protocol sends up a RE-
SUME event, which will allow everyone in the cluster to resume sending.

Channel can be notified that FLUSH phase has been started by turning channel block option on. By default it is
turned off. If channel blocking is turned on FLUSH notifies application layer that channel has been blocked by
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sending EVENT.BLOCK event. Channel responds by sending EVENT.BLOCK_OK event down to FLUSH pro-
tocol. We recommend turning on channel block notification only if channel is used in push mode. In push mode ap-
plication that uses channel can perform block logic by implementing MembershipListener.block() callback method.

Table 6.12. Properties

Name

Description

timeout

block_timeout

Maximum time that FLUSH.down() will be blocked
before being unblocked. Should be sufficient enough
to dlow large state transfers,default=8000 msec

Maximum amount of time that FLUSH will be wait-
ing for EVENT.BLOCK_OK once Event.BLOCK
has been sent to application level, default=10000
msec

JBoss $Revision: 1.9$

80



Bibliography
[Ensemble:1997] The Ensemble Distributed Communication System , CS Dept Cornell University , 1997 . ht-

tp://www.cs.cornell.edu/I nfo/Projects/Ensembl e/index.html .

[Gamma:1995] Erich Gamma , Richard Helm , Ralph Johnson , and John Vlissides . Design Patterns: Elements of
Reusable Object-Oriented Software . Addison-Wesley , 1995 .

JBoss $Revision: 1.9$ 81


http://www.cs.cornell.edu/Info/Projects/Ensemble/index.html
http://www.cs.cornell.edu/Info/Projects/Ensemble/index.html

	Reliable Multicasting with the JGroups Toolkit
	Table of Contents
	Foreword
	Acknowledgments
	Chapter 1. Overview
	1.1. Channel
	1.2. Building Blocks
	1.3. The Protocol Stack
	1.4. Header
	1.5. Event

	Chapter 2. Installation and Configuration
	2.1. Requirements
	2.2. Installing the binary distribution
	2.3. Installing the source distribution
	2.4. Building JGroups (source distribution only)
	2.5. Testing your Setup
	2.6. Running a Demo Program
	2.7. Using IP Multicasting without a network connection
	2.8. It doesn't work !
	2.9. The instances still don't find each other !
	2.10. Problems with IPv6
	2.11. Wiki
	2.12. I have discovered a bug !

	Chapter 3. API
	3.1. Utility classes
	3.1.1. objectToByteBuffer(), objectFromByteBuffer()
	3.1.2. printMessage()
	3.1.3. activeThreads()
	3.1.4. printMembers()

	3.2. Interfaces
	3.2.1. Transport
	3.2.2. MessageListener
	3.2.3. ExtendedMessageListener
	3.2.4. MembershipListener
	3.2.5. ExtendedMembershipListener
	3.2.6. ChannelListener
	3.2.7. Receiver
	3.2.8. ExtendedReceiver

	3.3. Address
	3.4. Message
	3.5. View
	3.5.1. ViewId
	3.5.2. MergeView

	3.6. Membership
	3.7. Channel
	3.7.1. Creating a channel
	3.7.1.1. Using XML to define a protocol stack

	3.7.2. Setting options
	3.7.3. Connecting to a channel
	3.7.4. Connecting to a channel and getting the state in one operation
	3.7.5. Getting the local address and the group name
	3.7.6. Getting the current view
	3.7.7. Sending a message
	3.7.8. Receiving a message
	3.7.9. Using a Receiver to receive messages
	3.7.10. Peeking at a message
	3.7.11. Getting the group's state
	3.7.12. Getting the state with a Receiver
	3.7.13. Partial state transfer
	3.7.14. Streaming state transfer
	3.7.15. Disconnecting from a channel
	3.7.16. Closing a channel


	Chapter 4. Building Blocks
	4.1. PullPushAdapter
	4.1.1. Example

	4.2. MessageDispatcher
	4.2.1. Example

	4.3. RpcDispatcher
	4.3.1. Example

	4.4. DistributedHashtable
	4.5. ReplicatedHashtable
	4.6. DistributedTree
	4.7. NotificationBus

	Chapter 5. Advanced Concepts
	5.1. Using multiple channels
	5.2. Using the Multiplexer to run multiple building blocks over the same channel
	5.2.1. The Multiplexer API
	5.2.1.1. Batching state transfers

	5.2.2. Service views

	5.3. Transport protocols
	5.3.1. UDP
	5.3.1.1. Using UDP and plain IP multicasting
	5.3.1.2. Using UDP without IP multicasting

	5.3.2. TCP
	5.3.2.1. Using TCP and TCPPING
	5.3.2.2. Using TCP and TCPGOSSIP

	5.3.3. TUNNEL
	5.3.3.1. Using TUNNEL to tunnel a firewall


	5.4. The concurrent stack
	5.4.1. Overview
	5.4.1.1. Configuration

	5.4.2. Elimination of up and down threads
	5.4.3. Concurrent message delivery
	5.4.4. Out-of-band messages

	5.5. Misc
	5.5.1. Shunning

	5.6. Handling network partitions
	5.6.1. Merging substates
	5.6.2. The primary partition approach
	5.6.3. The Split Brain syndrome and primary partitions

	5.7. Flushing: making sure every node in the cluster received a message

	Chapter 6. List of Protocols
	6.1. Transport
	6.1.1. UDP
	6.1.2. TCP
	6.1.3. TCP_NIO
	6.1.4. TUNNEL
	6.1.5. JMS
	6.1.6. LOOPBACK

	6.2. Initial membership discovery
	6.2.1. PING
	6.2.2. TCPPING
	6.2.3. TCPGOSSIP
	6.2.4. MPING

	6.3. Merging after a network partition
	6.3.1. MERGE2, MERGE3, MERGEFAST

	6.4. Failure Detection
	6.4.1. FD
	6.4.2. FD_ALL
	6.4.3. FD_SIMPLE
	6.4.4. FD_PING
	6.4.5. FD_ICMP
	6.4.6. FD_SOCK
	6.4.7. VERIFY_SUSPECT

	6.5. Reliable message transmission
	6.5.1. pbcast.NAKACK
	6.5.2. SMACK
	6.5.3. UNICAST

	6.6. Fragmentation
	6.6.1. FRAG and FRAG2

	6.7. Ordering (FIFO covered by NAKACK)
	6.7.1. Total Order (SEQUENCER)

	6.8. Group Membership
	6.8.1. pbcast.GMS
	6.8.1.1. Disabling the initial coordinator


	6.9. Security
	6.9.1. ENCRYPT
	6.9.2. AUTH

	6.10. State Transfer
	6.10.1. pbcast.STATE_TRANSFER
	6.10.2. pbcast.STREAMING_STATE_TRANSFER
	6.10.2.1. Overview
	6.10.2.2. API
	6.10.2.3. Configuration
	6.10.2.4. Other considerations


	6.11. Flow control
	6.11.1. FC
	6.11.2. SFC

	6.12. Message stability
	6.12.1. STABLE

	6.13. Diagnostics
	6.13.1. PERF
	6.13.2. SIZE
	6.13.3. TRACE
	6.13.4. PRINTOBJS

	6.14. Misc
	6.14.1. COMPRESS
	6.14.2. pbcast.FLUSH


	Bibliography

